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Abstract
We consider a dense assembly of repulsive particles whose fluctuating sizes are subject to an
energetic landscape that defines three species: two distinct states of particles with a finite size, and
point particles as an intermediate state between the two previous species. We show that the
nonequilibrium synchronization of sizes systematically leads to a homogeneous configuration
associated with the survival of a single species. Remarkably, the relaxation towards such a
configuration features a transient phase separation. By delineating and analyzing the dominant
kinetic factors at play during relaxation, we recapitulate the phase diagram of species survival in
terms of the parameters of the size landscape. Finally, we obtain a hydrodynamic mapping to
equilibrium by coarse-graining the microscopic dynamics, which leads to predicting the nature of
the transitions between various regimes where distinct species survive.

1. Introduction

The phase separation of binary mixtures is arguably the simplest type of spatial organization [1, 2]. This
phenomenology can be found in a wide spectrum of systems ranging from metallic [3, 4] and glassy [5, 6]
alloys to human populations [7]. In a biological context, it has recently been reported that some living cells
exploit phase separation to form membraneless organelles [8, 9], showing how nonequilibrium energy fluxes
robustly regulate spatial organization at small scales [10].

In equilibrium, the phase separation of multicomponent mixtures can be rationalized by analyzing the
free energy in terms of some density fields [11, 12]. Far from equilibrium, despite the absence of any free
energy, various de-mixing mechanisms can still be delineated by considering, for instance, (i) species with
different mobilities and/or temperatures [13–15], (ii) species interconverting with rates that break the local
detailed balance [16, 17], or (iii) deformable particles with driven sizes corresponding to various
species [18–22]. These (echanisms lead to either a standard phase separation where the demixed phases
simply diffuse (e.g. cases (i) and (ii)), or richer scenarios associated with the propagation of such phases (e.g.
waves in case (iii)).

In some systems, the phase separation is not maintained in steady state, but rather corresponds to a
transient relaxation. A seminal example is given by the equilibrium Ising model [23]: for the Glauber
dynamics at low temperature [24], a disordered configuration first undergoes a phase separation and then
reaches a homogeneous steady state with broken symmetry. A similar scenario can be found in chiral
systems [25, 26], where a disordered mixture of enantiomers undergoes a transient phase separation, before
reaching a homochiral steady state. For some living systems, it has been argued that intracellular phase
separation can be regarded as a transient state, maintained over a long duration by some periodic
driving [27, 28].

A theoretical description of transient phase separation is already well established for equilibrium
dynamics [1, 2]. Far from equilibrium, the hydrodynamic theories of multicomponent systems capture
distinct relaxation scenarios [29]. For example, some theories inspired by surface catalysis [30] consider the
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Figure 1. (a) Log-distribution−T lnPs of reaction coordinate σ in equilibrium (ε= 0). In the absence of repulsion (U= 0, solid
gray line), the distribution follows the Boltzmann weight e−βV (dashed blue line) in terms of the one-body potential V
(equation (3)). In the presence of repulsion (U> 0), the local minimum corresponding to the metastable state (σ= 0) gets deeper
as the density ρ increases. Parameters: v0 = 60, α= 0.12, µr = 1, µσ = 0.1, T= 5, σ0 = 1, σ̸= = 0.4 and L= 100. (b) Time
evolution of the averaged population ⟨ϕ∅⟩ (equation (4)) of point particles∅ under different values of the metastability
parameter α (equation (6)), as measured over 100 trajectories. Same parameters as in (a), with ρ= 1.4 and 0.04< α< 0.92.

effect of species annihilation upon collisions [31–33]: here, transient domains eventually relax to a
homogeneous configuration, which corresponds to the survival of a single species. For chiral systems,
variants of the Cahn-Hilliard model [34, 35] have inspired some hydrodynamic descriptions that capture
enantioselective relaxation [36, 37]. For deformable particles, it remains to build hydrodynamic theories that
accurately describe the role of transient phase separation in the competition between species.

In this paper, we analyze the phenomenology of an assembly of interconverting deformable particles in
two spatial dimensions. To this end, we consider that the fluctuating sizes of repulsive particles evolve in a
specific landscape defining three species (figure 1(a)): particles with a finite radius (either type A or type B),
and point particles (type∅). We focus on the regime where the point particles∅ are metastable, so that the
system essentially behaves like a binary mixture for the particles (A,B). We reveal that the relaxation towards
a homogeneous configuration, corresponding to the survival of a single species, entails a transient phase
separation. We identify the dominant kinetic factors at play during such a transient and rationalize the
corresponding phase diagram of species survival in terms of the landscape parameters.

The paper is organized as follows. After introducing our model (section 2), we study the phase diagram
in terms of landscape parameters (section 3), and recapitulate these observations with a hydrodynamic
theory (section 4). Overall, our results show that dense assemblies of deformable particles subject to a size
landscape entail a rich phenomenology, and we elucidate how the transient phase separation controls the
species survival.

2. Particle deformation and species populations

We consider the dynamics of N deformable particles in two spatial dimensions. Each particle i is identified by
its position ri and its internal degree of freedom reaction σi. In all what follows, we refer to σi as the reaction
coordinate, by analogy to some chemical reactions, defined so that |σi| effectively determines the particle
radius. The overdamped Langevin dynamics of positions reads

ṙi =−µr
∑
j∈∂i

∂riU
(
aij
)
+
√

2µrTξi , aij =
|ri − rj|
|σi|+ |σj|

, (1)

where µr is the position mobility, and T the temperature of the surrounding thermostat. The vectorial
Gaussian white noise ξi is isotropic with unit variance and zero mean. The pairwise potential U describes the
repulsion between neighboring particles: U(a) = a−12 − 2a−6 + 1 if a< 1 and U(a) = 0 otherwise; the sum
over j ∈ ∂i thus refers to the neighbors interacting that satisfy aij < 1. The dynamics of ri is coupled to the
dynamics of σi as

σ̇i =
∑
j∈∂i

µσ

[
ε
(
σj −σi

)
− ∂σiU

(
aij
)]

−µσ∂σiV(σi)+
√

2µσTηi , (2)

where µσ is the reaction-coordinate mobility. While σi ∈ R, we recall that the radii |σi | cannot be negative.
The Gaussian white noise ηi has unit variance and zero mean, and is uncorrelated with ξi. The harmonic
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coupling induces an attractive interaction (ε> 0), which we refer to as synchronization, between the
coordinates (σi,σj) of neighboring particles. Such a linear synchronization is arguably the simplest type of
term to mimic the equivalent of a communication between particles; for instance, see [22, 38] for further
details on how such a mechanism emerges between deformable colloids.

Although the synchronization depends on space (with connectivity changing in time), it has no
counterpart in the position dynamics, so that it drives the dynamics out of equilibrium. In the absence of
synchronization (ε= 0), the system corresponds to an assembly of passive deformable particles [39] or
responsive colloids [40], which relax towards Boltzmann statistics with weight exp(−βUtot), where
Utot =

∑
i,j<iU(aij)+

∑
i V(σi) and β = 1/T. When two particles overlap, the repulsive potential U leads

them to move away and shrink their sizes, respectively because of the gradient terms in equations (1) and (2).
In addition to the pair repulsion U, each coordinate σi is subject to the one-body potential V(σi)

(figure 1(a)):

V(σ) = v0

(
σ

σ0

)2
[(

σ

σ0

)4

− 3

2
(1+ γ)

(
σ

σ0

)2

+ 3γ

]
, γ =

(
σ≠
σ0

)2

, (3)

where v0 = 1 is an energy scale. The potential V embodies an effective landscape that constrains the statistics
of reaction coordinates σi, and therefore determines the population of various species with distinct σ. In
practice, such a landscape exhibits (i) two degenerate global minima located at±σ0, (ii) two degenerate local
maxima at±σ ̸=, and (iii) a metastable local minimum at σ= 0. These features lead to distinguish three
species: (i) two stable species, which we refer to as enantiomers in analogy to models of chiral particles [25,
26], denoted by A (for σ > σ ̸=) and B (for σ <−σ ̸=), and (ii) a metastable species for |σ|< σ ̸=, which we
refer to as point particles and denote by∅. We characterize the species populations in terms of

ϕ∅ (t) =

ˆ +σ ̸=

−σ̸=

dσP(σ, t) , ϕA (t) =

ˆ +∞

+σ ̸=

dσP(σ, t) , ϕB (t) =

ˆ −σ ̸=

−∞
dσP(σ, t) , (4)

where we have introduced the empirical distribution of reaction coordinates:

P(σ, t) =
1

N

N∑
i=1

δ (σ−σi (t)) . (5)

The conservation of particle number enforces ϕ∅(t)+ϕA(t)+ϕB(t) = 1 at all times. The statistical
properties of the system are obtained by simulating the dynamics in equations (1) and (2). The trajectories
evolve with an Euler–Maruyama method [41] using an adaptive time step. The total duration tM of a
simulation is chosen to reach a steady state, and its typical range is 50< tM < 200 depending on the
microscopic parameters.

The metastability of point particles is determined by the relative depth α of the potential wells:

α=
V(σ ̸=)−V(0)

V(σ ̸=)−V(σ0)
=
γ2 (3− γ)

(1− γ)
3 . (6)

In the regime α< 1 (i.e. γ < 1/3), the potential well of enantiomers (A,B) is always deeper than for point
particles∅. Consequently, in the absence of synchronization (ε= 0), the steady-state statistics defined by
Ps(σ) = limt→∞⟨P(σ, t)⟩, where ⟨·⟩ refers to an average over noise realizations, shows a higher population of
(A,B) than of∅ (figure 1(a)). The repulsive potential U penalizes the overlap between particles, so that it
leads to an increase in the population of∅ with respect to the case U = 0. In the presence of synchronization
(ε> 0), changing the relative potential depth α drastically affects the species populations. After a transient
relaxation, ⟨ϕ∅⟩ reaches a plateau value that increases with α (figure 1(b)). At high enough α, this plateau
value saturates to 1, showing that all particles are point-like. In all what follows, we focus on the regime
α< 0.34, for which ⟨ϕ∅⟩ ≪ ⟨ϕA +ϕB⟩ at large times: the steady-state population of enantiomers (A,B) is
overwhelmingly dominant compared to that of point particles∅. In this regime, the non-monotonic
behavior of ⟨ϕ∅(t)⟩ entails a rich phenomenology, associated with transient phase separation, as discussed in
the next Sections.

3. Transient phase separation

In this section, we examine how the transient phase separation determines the steady-state configuration. We
first describe how the topology of phase boundaries affects the relaxation for a symmetric landscape V(σ).
Then, we discuss how the various kinetic factors regulate the competition between species for an asymmetric
landscape Vλ(σ).

3
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Figure 2. Three-step relaxation: (i) the particles (A,B) shrink into point particles∅ due to synchronization, from (a) a disordered
configuration to (b) a configuration dominated by particles∅; (ii) particles∅ are converted into particles (A,B) forming
domains that grow into (c), (e) a phase-separated configuration; (iii) domains of A and B compete to end up with (d), (f) a
homogeneous configuration of either (A,B). (g), (h), (j) The three stages (i)–(ii)–(iii) can be clearly identified from the
time-evolution of the populations of particles (A,B,∅). Parameters as in figure 1, with ρ= 1.4 and α= 0.12.

3.1. Symmetric landscape V(σ): phase topology determines the survival of species
The system always relaxes towards a homogeneous state without any spatial structure. In the absence of
synchronization (ε= 0), the steady state is disordered with a spatially homogeneous distribution of particles
(A,B,∅) (figure 1(a)). In the presence of synchronization (ε> 0), the steady state corresponds to a
homogeneous profile where almost all particles are in the same state. For a symmetric landscape V(σ)
(equation (3)), this state corresponds to enantiomers A or B, with equal probabilities.

The simulation is initialized with uniform distribution of positions in the periodic square and σi =±σ0
with equal probability. Before reaching the homogeneous state, the relaxation goes through three successive
stages (figures 2(a)–(f)): (i) initial shrinkage of particles, (ii) formation and growth of disconnected
domains, and (iii) competition between connected domains. During the initial shrinkage, almost all particles
relax towards the state∅ (figure 2(b)), yielding sharp increase of ϕ∅ and decrease of ϕA +ϕB (figure 2(g)).
Then, during domain growth, the point particles∅ are turned into either one of the enantiomers (A,B),
leading to a steady decrease of ϕ∅ and increase of ϕA +ϕB (figure 2(h)). Specifically, separated domains,
made of A (resp. B) that have survived the initial shrinkage, locally convert∅ into A (resp. B). Once domains
have invaded the whole system, the vast majority of point particles∅ have become (A,B). Finally, during
domain competition, interactions between particles at the domain interfaces lead some domains to coarsen
and others to recoil. Eventually, a single domain invades the whole system, yielding only one of the
enantiomers (A,B) to survive. In the case where A (resp. B) survives, ϕA (resp. ϕB) increases steadily until it
reaches 1, while ϕB (resp. ϕA) and ϕ∅ decrease and converge towards 0 (figure 2(j)). Due to fluctuations, the
homogeneous domain can potentially switch between A and B (i.e. it does not correspond to an absorbing
state), yet we discard such rare events in what follows.

During domain growth and domain competition, the system’s behavior is reminiscent of the phase
separation observed between liquids [1, 2]. Remarkably, the final fate of the system, where only A or B
survives, can actually be anticipated from the topology of the phase boundaries. Indeed, domains with
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Figure 3. Departure from equilibrium. (a) Phase-separated configuration of particles (A,B,∅), same color code as in figure 2.
(b) The non-conservative work rate Ẇnc (equation (7)), shown here as averaged over the y direction, is higher at the boundaries
between domains (grey lines) where the synchronization force is predominant. Parameters as in figure 2.

positive curvature (e.g. bubbles of B in a sea of A) are quickly eliminated (figures 2(e) and (f)). In contrast,
domains with a band-like structure have a longer lifetime, although they eventually relax towards a
homogeneous state (figures 2(c) and (d)). In practice, we expect that the synchronization between nearby
particles plays an essential role in regulating the dynamics of domains. To confirm this effect, we consider the
non-conservative work rate Ẇnc,i produced per particle:

Ẇnc,i = Fnc,i ◦ σ̇i , (7)

where ◦ refers to a Stratonovich product. Substituting the dynamics of reaction coordinates (equation (2))
into equation (7), we deduce

Ẇnc,i = µσFnc,i (Fnc,i + Fc,i)+µσT
dFnc,i
dσi

, (8)

where the conservative and non-conservative forces, respectively Fc,i and Fnc,i, read

Fnc,i = ε
∑
j∈∂i

(
σj −σi

)
, Fc,i =−∂σi

V(σi)+
∑
j∈∂i

U
(
aij
) . (9)

We recall that the non-conservative nature of Fnc,i stems from the lack of any counterpart term in the
position dynamics (equation (1)). For a phase-separated profile, Ẇnc,i is higher at the boundaries between
domains (where nearby particles have different reaction coordinates) than in the bulk (where the coordinate
distribution is uniform). This feature confirms the crucial role of synchronization in regulating domain
coarsening through their boundaries (figure 3). Remarkably, the major influence of nonequilibrium forces at
boundaries is qualitatively identical to the well-established scenario in many-body dynamics of self-propelled
particles [42], despite the different non-conservative forces at play in the two cases.

3.2. Asymmetric landscape Vλ(σ): kinetic factors of competition between species
We now examine the case where the symmetric landscape V(σ) (figure 1(a)) is replaced by the asymmetric
landscape Vλ(σ) (figure 4(a)) defined as

Vλ (σ) =

{
V(σ) for σ < 0 ,

λVV(λσσ) for σ > 0 ,
(10)

where λ= (λV,λσ) is a set of positive scaling factors, which respectively control the potential well and the
typical radius of A particles. Therefore, tuning λ is a route towards controlling the relative stability of the
enantiomers (A,B). Indeed, the phase diagram of the stationary population ⟨ϕA⟩s = limt→∞⟨ϕA(t)⟩
distinguishes parameter regimes where either A or B survives (figure 4(b)); note that ϕA is here defined by
replacing σ ̸= with σ ̸=/λσ in equation (4). The boundary between these regimes crosses the point λ= (1,1),
where (A,B) have equal survival probabilities, as expected.
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Figure 4. (a) Asymmetric landscape Vλ of reaction coordinate σ (equation (10)) in cases where either particle A (solid line) or
particle B (dashed line) is most stable. (Inset) The relative stability of (A,B), given in terms of the landscape parameters (λσ ,λV),
follows from comparing the conversion rates between particles (equation (14)). The symbols (green triangle and black square)
refer to the parameter values of Vλ. (b) Phase diagram for the steady-state population ⟨ϕA⟩s of particles A in terms of (λσ ,λV).
The solid black line corresponds to ⟨ϕA⟩s = 0.5. Parameters as in figure 2.

Our aim is to identify the dominant kinetic factors favoring either A or B, and rationalize accordingly the
non-trivial behavior of the phase boundary. We observe that the three-step relaxation, reported for the
symmetric landscape V(σ) (figure 2), carries over to the asymmetric case Vλ(σ). Let us first assume that the
topology of the transient domains controls the steady state as in the symmetric case: bubbles tend to shrink
and disappear (figures 2(e) and (f)). In practice, such a topology results from the formation and growth of
disconnected domains (stage (ii) in figure 2): once these domains connect, they adopt a specific topology
that shapes their competition (stage (iii) in figure 2). Therefore, we hypothesize that the dominant kinetic
factor is the rate of conversion from∅ to (A,B) that is at play during domain growth. Specifically, we expect
the domains of A (resp. B) grow faster whenever the conversion rate to A (resp. B) is higher, resulting in a
higher probability of finding bubbles of B (resp. A) in a sea of A (resp. B), and eventually favors the survival
of A (resp. B) only.

To evaluate the conversion rates, we consider a mean-field version of our model (equation (2)) by
(i) assuming that all particles have the same reaction coordinate σ = σi, and (ii) neglecting the effect of
repulsion (U = 0), yielding

σ̇ =−µσ∂σVλ +
√

2µσTη . (11)

The conversions between species amounts to noise-activated transitions between minima of the landscape
Vλ. Given that equation (11) describes an equilibrium dynamics, we deduce that the rates of such transitions
follow Kramers’ escape formula [41]. Considering the local minimum σm and maximum σM, the
corresponding rate k(σm → σM) reads

k(σm → σM)∼
√
|V ′ ′ (σm)V ′ ′ (σM)|e−β(Vλ(σM)−Vλ(σm)) , (12)

where V ′ ′ = d2Vλ/dσ2. The net rates of conversion from∅ to either A or B follow as

ω∅A = k
(
0+ → σ ̸=/λσ

)
− k(σ0/λσ → σ ̸=/λσ) ,

ω∅B = k
(
0− →−σ ̸=

)
− k(−σ0 →−σ ̸=) .

(13)

Within our hypothesis, which assumes that the conversion rates determine the system’s fate, the steady state
is made of either A or B with equal probabilities whenever ω∅A = ω∅B. This condition yields a specific
relation between the scaling parameters:

λ2σ =
eβ(λV−1)V̄

λV

√
2(1/γ− 1)− eβ(1−α)V̄√
2(1/γ− 1)− eβλV(1−α)V̄

, V̄= (1− γ)
3
, (14)

where (α,γ) are defined in equations (3) and (6). The relation in equation (14) yields a monotonic
boundary line in the space λ= (λσ,λV) (inset of figure 4(a)). This boundary crosses the symmetric point
λ= (1,1), and favors A particles at large λV , consistently with the relative stability of (A,B) in the landscape
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Figure 5. Survival probability ⟨ϕA⟩s (resp. ⟨ϕB⟩s) as a function of the size of the initial bubble Rini of particles A (resp. B) in a sea
of particles B (resp. A). The black dashed line refers to ⟨ϕA⟩s = 0.5 (resp. ⟨ϕB⟩s = 0.5). Parameters as in figure 2, with λσ = 1 in
panels (a), (c) and λV = 1 in panels (b), (d).

Vλ (figure 4(a)). Yet, the boundary obtained from numerical simulations (figure 4(c)) of our original model
(equations (1) and (2)) features a re-entrance not captured by equation (14): B survives both at small and
large λσ . Therefore, we deduce that some factors other than domain growth determine species survival at
large λσ .

During domain competition, bubbles of A (resp. B) can grow in a background of B (resp. A) for some
values of λ, in contrast to the symmetric case λ= (1,1) where bubbles always recoil (figures 2(c) and (d)).
We systematically quantify this effect with an initially phase-separated profile: a single bubble of A (resp. B) is
surrounded by B (resp. A). We numerically determine the radius of the bubble over which the survival
probability ⟨ϕA⟩s (resp. ⟨ϕB⟩s) exceeds 1/2. Either decreasing λV < 1 or increasing λσ > 1 reduces the critical
radius of B (figures 5(a) and (b)), while increasing λV > 1 reduces the critical radius of A (figure 5(c)): the
corresponding regimes of (λσ,λV) are consistent with the survival of species reported in our phase diagram
(figure 4(b)). For λσ < 1, the behavior of the critical radius of A is non-monotonic (figure 5(d)): this effect
potentially stems from the fact that A particles are actually bigger than B ones in this regime.

In short, we have identified two major kinetic factors at play in controlling the relaxation towards a
homogeneous configuration: (i) the conversion of point particles∅ into enantiomers (A,B), and (ii) the
expansion of domains with positive curvatures. The relative importance of these factors determines the
survival of the species. In practice, our phase diagram (figure 4(b)) is consistent with assuming that (i) and
(ii) respectively dominate for λσ < 1 and λσ > 1.

4. Coarse-graining from particles to fields

In this section, we propose a derivation of the field theory describing the hydrodynamics of our model by
coarse-graining the microscopic dynamics. Such a coarse-graining amounts to an equilibrium mapping,
which leads to some analytical predictions for the transitions between various regimes of species survival.

4.1. Mapping to equilibrium field theory
To obtain a hydrodynamic description of our model, we start by simplifying the microscopic dynamics
(equations (1) and (2)). First, we neglect the repulsion in the dynamics of positions ri as

ṙi =
√

2µrTξi . (15)

7
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This simplification amounts to discarding the role of interactions in the position dynamics, which essentially
assumes that the dynamics of reaction coordinates σi alone regulate the collective effects. Second, we assume
that particles interact only if they are at the same position:

∑
j∈∂i

[
ε
(
σj −σi

)
− ∂σiU

(
aij
)]

≃
N∑
j=1

[
ε
(
σj −σi

)
− ∂σiU

(
aij
)]
δ
(
rj − ri

)
. (16)

Third, inspired by the approach in [19, 43], we use the approximation

N∑
j=1

(∂σiU)δ
(
rj − ri

)
≃ (∂φU)

N∑
j=1

dφ

dσj
δ
(
rj − ri

)
, (17)

where we have introduced the packing fraction φ = π
∑

i(σi/L)
2 in terms of the system size L, and assumed

that ∂φU is constant. Substituting our approximations (equations (16) and (17)) into the dynamics of
reaction coordinates (equation (2)) yields

σ̇i =−µσ∂σiΦ(σi|σ,ρ)+
√

2µσTηi , (18)

in terms of the effective landscape

Φ(σi|σ,ρ) = Vλ (σi)+
ε

2
σ2
i ρ(ri, t)+ (c− ε)σi σ (ri, t) , (19)

with c= (2π/L2)∂φU. We have introduced the hydrodynamic fields of local density and magnetization,
respectively denoted by ρ and σ, and defined as

ρ(r, t) =
N∑
i=1

δ (r− ri (t)) , σ (r, t) =
N∑
i=1

σi (t)δ (r− ri (t)) . (20)

The equations equations (15) and (18) constitute the microscopic dynamics that we now set to coarse-grain
into hydrodynamic equations.

Using stochastic calculus [44, 45], the dynamics of the empirical joint distribution

ψ (r,σ, t) =
N∑
i=1

δ (ri (t)− r)δ (σi (t)−σ) (21)

can be straightforwardly deduced from the microscopic dynamics (equations (15) and (18)):

∂tψ = µσ∂σ (ψ∂σΦ)+µσT∂
2
σψ +µrT∇2ψ , (22)

where we have neglected the hydrodynamic noises. The hydrodynamic fields (equation (20)) can be
expressed in terms of ψ as

ρ(r, t) =

ˆ
dσψ (r,σ, t) , σ (r, t) =

ˆ
dσσψ (r,σ, t) , (23)

so that, integrating the hydrodynamics (equation (22)) over σ, we deduce

∂tρ= µrT∇2ρ , ∂tσ = µrT∇2σ−µσ

ˆ
dσψ∂σΦ . (24)

The density field ρ relaxes towards the homogeneous profile ρ= ρ0. The last term in equation (24) has to be
determined explicitly to close the hydrodynamics. To this end, inspired by [46], we consider a local
steady-state ansatz ψ ≃ ψls defined as

ψls =
1

Z(σ)
e−β[Φ(σ|σ)−χ(σ)σ] , Z(σ) =

ˆ
dσe−β[Φ(σ|σ)−χ(σ)σ] , (25)

where we have omitted the dependence on density ρ= ρ0. The bias χ is defined by the self-consistent
condition

σ =
1

Z(σ)

ˆ
dσσe−β[Φ(σ|σ)−χ(σ)σ] . (26)
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Figure 6. (a) Phase diagram of the stable magnetization σmin (equation (30)) in terms of the landscape parameters (λσ ,λV). The
black solid line corresponds to σmin = 0. The dashed solid line refers to the parameter regime shown in panel (d). (b),
(c) Free-energy density f (equation (29)) of the magnetization σ for various values of λσ at fixed λV = 1.1. The blue and red
arrows refer to the parameter values in panel (a). (d) Phase diagram close to critical point (λV,λσ)c ≈ (1.025,0.869). The solid
black lines separate regimes where f features either one minimum (circles) or two minima (squares). Parameters: ρ= 1.4, ε= 1,
C= 0, σ0 = 1, σ̸= = 0.4 (α= 0.12).

The dynamics of σ directly follows by substituting the ansatz (equation (25)) into equation (24):

∂tσ = µrT∇2σ−µσχ(σ) . (27)

Therefore, we have obtained a closed hydrodynamics (equations (26) and (27)) for the magnetization field σ.
Interestingly, our coarse-graining amounts to an equilibrium mapping, since equation (27) can actually be
written as a Model-A dynamics [2]

∂tσ =−µσ
δF
δσ

, (28)

in terms of the free-energy functional

F [σ] =

ˆ
dr

[
µrT

2µσ
(∇σ)2 + f(σ)

]
, f(σ) =

ˆ σ

χ(σ)dσ . (29)

The gradient term in F penalizes the formation of interfaces, and the free-energy density f determines the
thermodynamic stability of a given σ: the steady state then corresponds to the homogeneous profile given by
the minimum of f. In the following section, we analyze the corresponding transitions between various
homogeneous configurations.

4.2. Phase diagrams and transitions
Based on the free-energy density f(σ) (equation (29)), our aim is to obtain a phase diagram that reports the
steady-state magnetization σ as a function of λ= (λσ,λV). To this end, we determine the explicit shape f(σ)
using a numerical scheme, as detailed in appendix, from which we deduce the stable magnetization as

σmin = argmin
σ

f(σ) . (30)

The cases of positive and negative magnetization distinguish different regimes of species survival: only A
(resp. B) survives for σmin > 0 (resp. σmin < 0). Remarkably, the phase boundary between these regimes
features a qualitatively similar behavior for the hydrodynamic theory (σmin = 0 in figure 6(a)) and its
microscopic counterpart (⟨ϕA⟩s = 1/2 in figure 4(b)); note that the boundary crosses λ= (1,1) in both
cases, as expected. This qualitative agreement clearly supports the validity of our coarse-graining from the
microscopic dynamics to the equilibrium field theory.

At fixed λV , we observe a re-entrant behavior with two crossings of the phase boundary: increasing λσ
first leads from σmin < 0 to σmin > 0, and then to σmin < 0 (figure 6(a)), which mirrors the microscopic case
(figure 4(a)). Interestingly, the first crossing is a first-order transition with exchange of local free-energy
minima (figure 6(b)), whereas the second one simply amounts to a shift of the global minimum (figure 6(c)):
the former is associated with an abrupt change of magnetization, while the latter corresponds to a smooth

9
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Figure 7. (a) Phase diagram of the stable magnetization σmin for α= 0.3, other parameters in as figure 6(a). The black solid line
corresponds to σmin = 0 for α= 0.3, and the gray solid line for α= 0.12 (figure 6(a)). (b) Phase diagram of the steady-state
population ⟨ϕA⟩s from particle-based dynamics for α= 0.23, other parameters as in figure 4(b). The black solid line corresponds
to ⟨ϕA⟩s = 0.5 for α= 0.23, and the gray solid line for α= 0.12 (figure 4(b)). (c) Curvature of the free-energy density
f ′ ′ = (d2f/dσ2)(σ = 0) (equation (34)) as a function of the synchronization strength ε and the metastability parameter α. The
case f ′ ′ = 0 distinguishes regimes with either one minimum or two minima in f. Parameters: λσ = 1, λV = 1, c= 0, ρ0 = 1.4,
β= 1, σ0 = 1.

cross-over between positive and negative magnetizations. Consequently, there exists a critical point λc where
the shape of the free energy density f(σ) becomes locally concave. In practice, we locate λc as the meeting
point between the two branches in the plane λ= (λσ,λV) distinguishing the regimes where f has either one
or two minima (figure 6(d)).

Remarkably, although the free-energy density f captures the stability of enantiomers, which mirrors the
stability of the corresponding minima in the microscopic landscape Vλ (equation (10)), f does not feature
any metastable state close to σ= 0 in contrast with Vλ. However, the relative depth α (equation (6)), which
determines the metastability of the point particles, affects the shape of f and therefore controls the survival of
species. In practice, we find that varying α changes the phase boundary at the hydrodynamic level
(figure 7(a)) in a qualitatively similar way as in the microscopics (figure 7(b)). Importantly, the critical point
λc is pushed further away from λ= (1,1) as α increases. To rationalize these observations, our aim is to
obtain an explicit criterion for f to become locally concave. In practice, we focus on the symmetric point
λ= (1,1) where the free energy always admits a local minimum at σ= 0; indeed, χ(σ = 0) = 0
(equation (26)), so that (df/dσ)σ=0 = 0 (equation (29)). The existence of a critical point then amounts to

d2f

dσ2

∣∣∣∣
σ=0

= 0 at λ= (1,1) . (31)

We start by expanding the integrand in the self-consistent relation (equation (26)):

e−β[Φ(σ|σ)−χ(σ)σ] = e−β[Φ(σ|0)−χ(0)σ]

[
1−βσ

(
dΦ

dσ
−σ

dχ

dσ

)
σ=0

+O
(
σ2
)]

. (32)

Using the explicit expression for the effective landscape Φ (equation (19)), and considering the symmetric
case λ= (1,1), we deduce

e−β[Φ(σ|σ)−χ(σ)σ] = e−β[V(σ)+ερ0σ
2/2]

[
1−βσσ

(
c− ε− d2f

dσ2

∣∣∣∣
σ=0

)
+O

(
σ2
)]

at λ= (1,1) , (33)

where we have used that χ(σ = 0) = 0 (equation (26)), (dχ/dσ)σ=0 = f ′ ′ (equations (29) and (31)), and
Vλ = V (equation (10)) for λ= (1,1). Finally, substituting the expansion of the integrand (equation (33))
into the self-consistent relation (equation (26)), we deduce

d2f

dσ2

∣∣∣∣
σ=0

= c− ε+

´
dσe−β[V(σ)+ερ0σ

2/2]

β
´
dσσ2e−β[V(σ)+ερ0σ2/2]

at λ= (1,1) . (34)

Substituting equation (34) into the condition of equation (31) yields a relation for criticality to emerge at
λ= (1,1). In practice, increasing α at fixed ε always changes the shape of f from one to two minima
(figure 7(c)): this is consistent with our observation that the critical point moves away from λ= (1,1) as α
increases (figure 7(a)).
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5. Discussion

We introduce a particle-based model in which the interconversion between species is realized through
particle deformation. We demonstrate that a transient phase separation controls the relaxation towards a
homogeneous configuration where only a single species survives. We rationalize the competition between
species in terms of some specific kinetic factors of relaxation, and recapitulate the corresponding phase
diagram with a hydrodynamic mapping to equilibrium given by Model-A dynamics for the magnetization
field. The effective free energy is obtained through a self-consistent relation based on purely static arguments,
and successfully reproduces the steady-state of microscopic dynamics. It would be interesting to study
further whether our hydrodynamics also captures the distinct relaxation stages observed in particle-based
simulations.

Although the phase separation is only transient, it could be sustained by a periodic driving. It would be
interesting to explore whether driving the parameters of the asymmetric landscape can interrupt the
relaxation and thus maintain phase separation. Specifically, our phase diagram can already serve to delineate
the boundaries of some cyclic protocols in parameter space. In fact, we expect that periodically driving the
system between regimes of survival of (A,B) would lead domains of (A,B) to switch between growth and
shrinking periods without ever fully relaxing. In this context, enforcing a driving period shorter than the
internal relaxation is a route to sustaining phase separation. Non-equilibrium periodic protocols could be
built on top of the equilibrium dynamics of responsive colloids driven by external fields [47]. In practice, such
periodic protocols would mimic the scenario recently observed in intracellular phase separation [27, 28],
where condensates with finite sizes maintain themselves only due to periodic changes of their environment.

An interesting perspective would then be to optimize the periodic driving of the landscape. To this end,
one could build on recent works addressing such an optimization for microscopic heat engines [48, 49]. In
the context of species interconversion, the cost function could be either the work produced or the heat spent
by the driving, as defined through stochastic thermodynamics [42, 50]. Interestingly, some insights from
response theory provide a systematic approach to optimizing the control of stochastic systems though
external driving [51, 52]. Here, such an optimization could be deployed to either the dynamics of deformable
particles, or its hydrodynamic counterpart. Yet, our hydrodynamic equilibrium mapping discards important
nonequilibrium contributions, which makes it inconsistent with the microscopics at the thermodynamic
level. Proposing a thermodynamically consistent coarse-graining, which accounts for all sources of
dissipation, should be the first step towards a proper optimization.
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Appendix. Numerical evaluation of free-energy density

In this appendix, we describe here how to obtain the free-energy density f(σ) =
´ σ

dσ ′χ(σ ′)
(equation (29)). To this end, we numerically solve through a standard gradient-descent procedure
(algorithm 1) the self-consistent relation for the magnetization σ (equation (26)) that defines the bias
function χ(σ). This procedure minimizes the cost function L quantifying the distance between the target
magnetization σ and its self-consistent value σself. In practice, the parity of the effective landscape
Φ(σ|σ = 0) = Φ(−σ|σ = 0) (equation (19)) ensures χ(σ = 0) = 0 at the symmetric point λ= (1,1), where
Vλ = V. We therefore use χ0 = 0 as the starting value of algorithm 1 at small σ, and use the converged
solution χ(σ) as the new starting value for χ(σ+ dσ).
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Algorithm 1. Gradient-descent algorithm.

Data: σ
Result: χ(σ)
σ← σ
χ ← χ0

L← 1
While L⩾ Lc do

χ ← χ − ∂χL
Z←

´
dσe−β[Φ(σ|σ)−χσ]

σself← Z−1
´
dσσe−β[Φ(σ|σ)−χσ]

L← (σself−σ)2

end
χ(σ)← χ
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