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Optimizing active work: Dynamical phase transitions, collective motion, and jamming
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Active work measures how far the local self-forcing of active particles translates into real motion. Using
population Monte Carlo methods, we investigate large deviations in the active work for repulsive active Brownian
disks. Minimizing the active work generically results in dynamical arrest; in contrast, despite the lack of aligning
interactions, trajectories of high active work correspond to a collectively moving, aligned state. We use heuristic
and analytic arguments to explain the origin of dynamical phase transitions separating the arrested, typical, and

aligned regimes.
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I. INTRODUCTION

Active particles constitute an important class of nonequi-
librium systems, with examples ranging from bacteria to
synthetic colloidal swimmers [1-7]. These particles expend
energy to propel themselves, driving active matter out of
equilibrium at microscopic scales and causing rich dynamical
behaviors. Some of these are universal, whereby systems
that differ microscopically show similar emergent physics
[8], such as motility-induced phase separation (MIPS) [9-15],
collective motion [6,16-21], lane formation [22,23], or motile
defects [24-29].

Many recent advances in our understanding of nonequi-
librium systems are based on large-deviation theory (LDT)
[30,31]. This extends the counting procedures of equilibrium
statistical mechanics from configuration space to trajectory
space, addressing collective phenomena such as dynamical
phase transitions. It has been used to characterize dynamical
symmetries [32—-35], measure free-energy differences [36,37],
and locate atypical trajectories, such as activated processes
[38]. LDT has proven useful in fields ranging from dynamical
systems [39] and glasses [40,41] to fluid mechanics [42] and
geophysical flows [43]. In contrast, the full range of insights
offered by LDT to active matter remains largely unexplored,
despite a handful of pioneering studies [44—50].

Here we use LDT to study active Brownian particles
(ABPs) interacting via repulsive central forces. We focus on
the large deviations of the active work, defined as the particle-
averaged inner product of propulsive force and velocity. This
measures how far the local self-forcing of active particles
translates into real motion. A recent study [45] used brute-
force simulations to sample the fluctuations of active work in
a dilute system of active dumbbells and found a low active
work to correlate with the emergence of ordered clusters in
this system. Here we use an advanced numerical method
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[39,51-58] to explore the full large-deviation regime in all
relevant regions of the phase diagram of our ABP model. We
first show that finite systems always admit a large deviation
principle, notwithstanding [45], but that they are flanked by
two dynamical phase transitions. Indeed, minimizing the ac-
tive work always leads to complete dynamical arrest, whether
or not the unbiased system exhibits MIPS. Biasing instead
toward high active work, we find a striking result: Trajectories
now correspond to flocked states of aligned collective motion,
despite the microscopic absence of aligning interactions. We
explain the origin of the dynamical phase transitions separat-
ing these regimes using a combination of arguments including
macroscopic fluctuation theory [59,60].

II. MODEL

We consider N active Brownian particles interacting via
purely repulsive pairwise forces in two spatial dimensions
[11-15]. The positions and orientations of the particles are r;
and 6;; they evolve as

6; = /2D,&, (1)

where 7;, & are zero-mean unit-variance Gaussian white
noises, w is a particle’s mobility, v, its bare self-propulsion
speed and u(6;) = (cos 6;, sin ;) its orientation vector, and
D, D, are translational and rotational diffusivities. Particles in-
teract via a repulsive WCA potential, detailed in Appendix A,
of range o. For consistency with Ref. [12], we set D, =
3D/o? and the WCA strength parameter to be D/ . Then, we
choose space and time units such that 0 =1 and o /v, =1
(see Appendix A). When the persistence length £, = v,/D,
is much larger than the particle size, £,/0 2 15, the system
undergoes MIPS: at high volume fractions, a vapor of motile
particles coexists with dense macroscopic clusters [11-15].

Fi = uFex + v,u(0;) + v 2Dn;;
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For smaller £,, the system remains uniform and the main
effect of activity is to enhance the effective translational
diffusivity.

For interacting particles, a natural measure of how effi-
ciently active forces create motion is given by the propulsive
speed v; = F; - u(0;), which projects a particle’s velocity along
its orientation. This relates directly to the active work [45], the
total work done by the active forces on the particles, which
obeys (in the Stratonovich convention)

v, [ N " v,vi(1T)
WatE—p/ o - ul6; dt = /Ld.
(1) Mogr(r)u[(rnr ;0 LT
()

For conservative interactions, W, relates to the dissipation
in the thermostat f dtr; - (r; — @ni) [61-65], and thus to
the entropy production in the full {r;, 6;} configuration space
[45]. (This is generally distinct from that measured in position
space {r;} [66]. See also Refs. [67,68] for a comparative study
of different entropy productions.) It is convenient to consider a
normalized rate of active work per particle, w = W,/ (v,z,N t).
The dilute limit of vanishing packing fraction ¢ — O then
leads to (w) = 1 which serves as a useful reference point.

For fixed N and large ¢, the distribution of w has a large-
deviation form

p(w) ~ exp[—tI(w)], 3)

where I(w) is a rate function [31]. The corresponding cumu-
lant generating function (CGF)

1 l —stNw
G(s) = lim ; log(e ) “)

is related to /(w) by Legendre transformation. As shown in
Appendix B, the functions I(w) and G(s) are convex, and
G(s) obeys a fluctuation relation G(s) = G(a — s), with a =
3¢,/0. The CGF is analogous to a free energy in equilibrium
statistical mechanics [31,69-71]. Within this analogy, trajec-
tories of our two-dimensional system (evolving in time) cor-
respond to configurations of an anisotropic three-dimensional
system. Suppose that one spatial dimension (the “length”)
of this anisotropic system becomes infinite, while the others
remain fixed—this is analogous to considering trajectories
with t+ — oo and fixed N. Phase transitions are not possible
in such one-dimensional geometries, which is another way to
see that G(s) must be convex (and analytic).

Now consider the limit N — oo (taken at fixed ¢, aftert —
00). In this case dynamical phase transitions are possible—the
analogous thermodynamic system is becoming infinite along
more than one spatial dimension [55,70,73]. The dynamical
analogues of the (bulk) thermodynamic free-energy and en-
tropy are

Z(w) =I(w)/N and G(s) = G(s)/N. (5)

As in statistical mechanics, singularities in the large-N lim-
its of these functions are interpreted as phase transitions
[55,70,73-76].

To observe and measure large deviations of the active work,
we use a cloning algorithm [39,53,54], also known as pop-
ulation Monte Carlo [77], whose optimized implementation
using modified dynamics [54] is detailed in Appendix C.

(See Refs. [51,58] for a lattice version of this algorithm
and Ref. [46] for a recent application to active systems.) In
essence, the method relies on evolving a large population
of copies of the system to generate “biased ensembles” of
trajectories that sample the average in Eq. (4) with a cost
that scales linearly in ¢, allowing direct access to the large-¢
limit. For positive and negative s, the biased ensembles are
dominated by trajectories with atypically small and large w,
respectively.

III. RESULTS

We first consider a system whose parameters lie (as
N — o0) within the MIPS region, £, = 400 and ¢ = 0.65
(See Ref. [12] for the full phase diagram of the system). We
compute G(s), and w(s) = —G'(s), which is the mean value
of the active work in the presence of the bias, and its inverse
s(w). We also determine the rescaled rate function as Z(w) =
—s(w)w — G[s(w)]. Our numerical results (Fig. 1) show three
regimes separated by dynamical phase transitions that we
discuss below: a MIPS-like coexistence between vapor and
dense phases near s = 0; a phase-separated arrest (PSA) at
large positive s; and a collectively moving (CM) state at large
negative s.

A. Large active work: Collective motion

For large negative s, the biased ensemble probes atypi-
cally large values of the active work. Despite the absence of
aligning interactions, the biased ensemble is dominated by
trajectories where particles’ orientations are aligned with each
other, and they move collectively as a flock. A global order
parameter for this transition is the orientation

N

%Zu(@)

i=1

D=

o () = D)y, (6)

where angle brackets are averages within the biased ensemble.
Figure 2 shows the emergence of global orientation for s < 0.
In contrast, in the unbiased case (s = 0) there is no emergent
alignment: v(s = 0) — 0 at large N.

To understand the emergence of order, note that particle
alignment naturally promotes active work: The CM state has
far fewer collisions than if motion is incoherent, so that
active forces translate more efficiently into particle motion. To
confirm this interpretation, we compute the rate function J(¥)
of the time-integrated orientation v = ¢~ fot D(z)dt whose
probability distribution scales as p(v) ~ e~*/"), analogous to
Eq. (3). Since the orientational dynamics of ABPs is indepen-
dent of their positions, the rate function J can be computed
semi-analytically as shown in Appendices E and F. It mea-
sures the probability of rare events where rotational symmetry
is spontaneously violated. Now, define I, as the joint rate
function for ¥ and w, and let v,(w) = v(s(w)) be the aver-
age global orientation for a biased system with active work
w. Then I(w) = inf, L(w, v) = L(w, v.(w)) where the first
equality is the contraction principle for large deviations [31]
and the second follows because the infimum is achieved by
V.. Similarly J(v,(w)) = inf L(w', ve(w)) < L(w, v(w)),
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FIG. 1. (a) The rescaled rate function Z(w), for system param-
eters where MIPS occurs (¢ = 0.65, £, = 400). The N-dependence
shows strong finite size effects for w < (w). The labels PSA and CM
indicate respectively regimes of phase-separated arrest and collective
motion. (b) The function w(s) exhibits two sharp crossovers, which
we attribute to two dynamical phase transitions. (These appear in
(a) as near-linear segments of the rate function.) (c, d) Snapshot
configurations for N = 64 in the biased ensemble, corresponding
to the arrested phase [s = 0.8 (d)] and the collective motion phase
[s = —3.2 (¢)]. Particles are colored according to their orientations.
For corresponding movies see Supplemental Material Ref. [72].

and hence

J (v (w))
—N .

Figure 2(b) shows that the inequality Eq. (7) is almost
saturated when w > (w). Physically, this indicates that the
probability cost for creating a large fluctuation of the active
work is dominated, for s < 0, by the cost to create an im-
probable global orientation, with an associated spontaneous

I(w) 2 (7

@

.0 02 04 06 08 1.0

w

FIG. 2. (a) The orientation vector v(s) in the biased ensemble.
(b) The difference between the two quantities appearing in Eq. (7),
showing saturation of this bound at w > (w).

symmetry breaking and an accompanying singularity in Z(w).
It appears that “the best strategy” for a set of active particles to
move fast is for them to collectively align. Here “best” means
least improbable within the microscopic stochastic dynamics
specified by Eq. (1). Note that the emergence of macroscopic
arrested clusters due to MIPS can be suppressed by local
torques that limit the head-on collisions of particles [78-80].
It is thus quite remarkable that the most likely way to generate
an efficient motion of each particle, and hence a large active
work, is through the emergence of a collectively moving state,
and not through such local rearrangements (which do not lead
to a CM state).

B. Small active work: Dynamic arrest

For positive s, the biased ensemble selects trajectories with
atypically low active work, so that propulsive effort leads
to little motion. On increasing the bias, we find the system
sharply transitions into a dynamically arrested state. (See
Fig. 1(c) and movies in Supplemental Material Ref. [72].)
A signature of this transition is the discontinuity in w(s)
reported in Fig. 1(b), which signifies a first-order dynamical
phase transition: The linear segment in Z(w), for w < 0.5, is
analogous to a Maxwell construction and the discontinuity in
w(s) to a jump in the order parameter. These features should
become strict singularities only as N — oo but are clearly
visible for N = 32, 64. (Note, however, that G(s) and I(w)
are well-defined for any finite N, notwithstanding [45].) As
N increases, the critical value of s moves toward zero (see
Appendix G for this finite-size scaling analysis), suggesting
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FIG. 3. The active work w(s) and the orientation v(s) for two state points where the unbiased dynamic gives homogeneous steady states.
In (a, b) the state point is (¢, £,) = (0.1,400); in (c, d) it is (¢, £,) = (0.65, 6.75). The crossovers shown in these figures separate the
homogeneous fluid (s = 0) from a CM phase (s < 0) and a PSA state (s > 0). These phases are qualitatively similar to those shown in

Figs. 1(c) and 1(d). See movies in Supplemental Material Ref. [72].

that bulk MIPS states live on the verge of a first order
transition to complete arrest.

This situation is reminiscent of dynamical phase transi-
tions arising for activity-biased kinetically constrained mod-
els (KCMs) of glassy systems [40,70]. Indeed, our findings
for s > 0 can be qualitatively understood by generalizing
arguments developed for KCMs. Specifically, we exploit a
variational principle that allows the rate function /(w) to be
computed by considering what auxiliary “control” forces need
to be added to a system to realize the rare trajectories of
interest [81-83]. Stabilizing a large, dense cluster in a system
undergoing MIPS only requires applying forces on its bound-
aries, hence involving a subextensive number of particles.
This argument, detailed in Appendix H, immediately leads to
limy_, oo Z(w) = 0 and a dynamical phase transition at s = 0.
Since the argument is variational in nature, it can be exploited
in numerical simulations: We have used it to obtain bounds on
I(w) for w < (w) in large systems as shown in Appendix H,
which are consistent with the presence of a phase transition
and complement the accurate results for /(w) in small systems
that we show in Fig. 1.

C. Large deviations for homogeneous steady states

So far we considered systems with parameters for
which the unbiased, large N dynamics shows steady-state
MIPS. We now consider large deviations from a steady
state that is homogeneous. We focus on two state points:

(¢, £,) = (0.1, 400), corresponding to a reduced density but
large £,, and (¢, £,) = (0.65, 6.70), corresponding to high
density but smaller £,,. Figure 3 and movies in Supplemental
Material Ref. [72] show the asymptotic phases observed for
large positive and negative s to be similar in both cases: for
s < 0, they again exhibit collective motion while for s > O the
system undergoes phase-separated arrest. Compared to Fig. 1,
the crossover to the PSA state in Fig. 3(c) is smoother; at
this smaller value of £, the density fluctuations of the ABPs
are smaller (there is no MIPS) and the instability to phase
separation is weaker.

This bias-induced phase separation can be explained by a
hydrodynamic argument [60]. For a macroscopically homoge-
neous fluid, long-wavelength density fluctuations should obey
an equation of the form [84]

p =V Der(p)Vp + 20 (p)E], ®)

where p is the local density, Des is a (density-dependent)
diffusivity, o(p) is a noise strength, and & is a Gaussian
white noise. (Higher-order gradients, while relevant to MIPS
[85-88], are negligible for the long-wavelength fluctuations
of interest here.) It is then natural to approximate W{p] =~
% f dtdxpv(p), where v(p) is the average of the effective
active speed v; in a homogeneous system of density p. This
v(p) is known to decrease linearly with density in pairwise-
force active particles [11], so that the active work density
k(p) = % pv(p) is a concave function. A density fluctuation
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8p then leads to a fluctuation of the active work §W =
[ A" (p)(8p)*dx with k" (p) < 0.

Large deviations of such observables in the setting of
Eq. (8) are known to lead to phase separation in the large
system limit L — oo whenever s > 0 and «”(p) < 0 [60]: A
long-wavelength linear instability arises for s > A./L* with
re = 2 Deiy)? /o k"] [60,89,90]. This bias-induced instabil-
ity arises in passive systems [60,90], and we argue that it
applies to homogeneous, isotropic active fluids also, since the
form of Eq. (8) is the same. Alongside it, any conventional
phase separation, including MIPS, creates an instability even
in the unbiased case, s = 0. This sets in as Deg(p) — O.
In that limit, A, — O so that the bias-induced and motility-
induced instabilities merge; physically, the bias reinforces the
natural tendency to phase separate. (The convergence with N
is slowest in the small persistence length region, Fig. 3(c),
which is furthest from the MIPS regime.) In contrast, the
collective motion regime observed for s < 0 has no passive
counterpart and cannot be captured by Eq. (8), which assumes
that the orientations are only weakly affected by the bias and
can therefore be integrated out.

IV. CONCLUSION

We have shown, using a combination of numerical simula-
tions and theoretical arguments, that active systems interact-
ing via pairwise forces undergo several different dynamical
phase transitions. Choosing a bias field to select trajectories
of low active work, we found these trajectories to involve a
coexistence of a dense jammed, arrested domain with a dilute
vapor. This is the most likely way in which an active system
that is normally a uniform bulk fluid can stop moving. Biasing
in the other direction to find trajectories of high active work,
we found collective motion with aligned propulsion directions
despite the absence of aligning interactions microscopically.

We end by speculating about a link between large de-
viations and evolutionary biology, motivated by two obser-
vations. First, the cloning algorithm involves the evolution
of a population of systems: the method balances their nat-
ural dynamics (which favor the unbiased steady state) and
a selection pressure, which favors systems with atypical
values of some fitness function (here, active work) [91,92].
Second, we have shown that alignment among ABPs tends
to suppress collisions, leading to efficient motion. We have
argued that alignment is an effective strategy for promoting
particle motion, with a minimal cost (in probability). We
suggest that this cost-minimization strategy might also be
viewed as a possible evolutionary strategy for maximising
active work in biological systems. We do not expect a general
correspondence between evolutionary strategies and cost min-
imization, particularly since cost-minimization strategies may
be complicated, perhaps requiring concerted motion across
large length scales [71,73,81]. However, one may imagine that
some robust characteristics (such as global alignment) might
appear generically in both cost-minimization strategies and
evolutionary strategies.
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APPENDIX A: NONDIMENSIONALIZED TIME
EVOLUTION EQUATIONS AND PECLET NUMBER

We use the particle radius o and propulsion speed v, to
define dimensionless position and time as r;/o and v,t/o.
We also define a dimensionless mobility « = D/(D,o?). The
dynamics Egs. (1) then become

. o - 20
rp=o—F;+u0)+ [a—1;, (Al
£ £y
. 20
0= | —&. (A2)
£y

The interaction force F iex stems from the (dimensionless)
WCA potential
Voo = 411/ = (/) 1+ 11020 =), (A3)
where ® is a Heaviside step function. (Following Ref. [12],
we chose the typical strength of the WCA potential to be D/ i
in the original units.) The Peclet number Pe used in Ref. [12]
is given as
£y

Pe = —,
oa

(A4)

with o = 1/3. The normalized active work rate is w(t) =
(1/(N1)) Zf\;l f(; df 7i(f) - u; in the dimensionless position
and time units.

APPENDIX B: FLUCTUATION RELATION AND
CONVEXITY OF I(w)

The large deviation function of the active work satisfies the
fluctuation theorem

G(s) = G(Pe — ). (BD)

This means that G(s) takes its minimum value at sp,;, = Pe/2,
where G’ (s) vanishes. In Fig. 4, we show a numerical example
of G(s) for Pe = 1, which illustrates this symmetry property.

We now derive Eq. (B1). First, let P(£2) be the probabil-
ity density of a trajectory = (r;(t'), 6;(t')) with ¢’ € [0, ¢].
We then define a time-reversed trajectory as Q7 = (ri(t —
t"), 6;(t —t')). Using standard methods [66], the ratio between
P() and P(QT) can be computed as

P(Q)
P(QT)

=exp{Pe tNw(t) — V() + V(0)}, (B2)
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FIG. 4. For Pe = 1 and ¢ = 0.65, the cumulant generating func-
tion G(s) is symmetric around s,,;, = 1/2, as predicted by Eq. (B1).

where V (¢) is the total potential energy of the system at time
t. Multiplying both sides by e~"V* P(QT ) and summing upon
all possible €2, we get

<e—sth) — <e(s—Pe)th—V(0)+V(t))‘ (B3)
The large time limit then immediately leads to the fluctuation
theorem Eq. (B1).

An additional question within large-deviation theory is
whether the limit in Eq. (4) is finite and whether the resulting
G(s) is analytic. This discussion refers to finite systems, since
it is clear from our results that the large-N limit of G(s)
can develop singularities. If G(s) is differentiable everywhere,
then /(w) can be obtained from it by Legendre transformation
and is also convex and continuous: All this follows from
the Gartner-Ellis theorem [31]. The finite-size scaling in our
numerical work assumes that this theorem is applicable.

As noted in Sec 3.2 of Ref. [93], G(s) is the largest
eigenvalue of a differential operator (which is called the
tilted generator); and if this operator satisfies conditions for
a Perron-Frobenius theorem then it has a finite spectral gap.
This is sufficient to establish that G(s) is analytic, and hence
the Gértner-Ellis theorem. The Perron-Frobenius theorem can
be applied to systems such as Eq. (1) as long as the number of
particles is finite, the domain in which they move is compact,
the noise terms in Eq. (1) are additive (and nonzero), and the
forces are bounded.

For the system considered here, there is one subtlety,
which is that the interparticle forces F;. in Eq. (1) are
not bounded. This prevents direct application of the Perron-
Frobenius theorem. From a mathematical point of view, this
raises the possibility that large deviations might be realized
by trajectories where two (or more) particles collapse onto the
same point. We do not have a mathematical proof that such
trajectories can be neglected, but we see no physical reason
why they would be relevant, and there is no evidence for them
in our numerical computations. For this reason, we argue that
the unbounded interaction forces in Eq. (1) can be truncated
when particles come very close to the same point, without

changing any of the behavior that we find. In such a modified
system (with finite V), the Perron-Frobenius theorem applies,
which means that G(s) and hence /(w) are both analytic and
are related by Legendre transformation

APPENDIX C: ENHANCED CONVERGENCE
OF THE CLONING ALGORITHM USING
MODIFIED DYNAMICS

Our cloning algorithm gives access to the cumulant gener-
ating function G(s) in the limit of large number of clones. To
enhance the convergence of the algorithm, a generic strategy
is to rely on modified dynamics [54]. We now detail the im-
plementation of this strategy to sample the large deviations of
the active work in our model. We first introduce the following
modification of dynamics Eq. (1):

. o - 20
ri=a—F;+ 0+ Hui6)+ [a—n,, (CDhH
‘, ¢,
. 20
0= | —&. (C2)
£y

We denote Pr(£2) the probability of €2 in this new system. The
following identity is then satisfied:

P(Q)e—sth — Pf(Q)e_StNﬁ’, (C3)

and

where the new bias @ is defined as

N
_ fPe /’ -

—SINW = — — |tN E dt

StNw <s+ > w—i—i:l A

fPe  f?Pe  f.
X<T+ 7 +§Fi,ex'ui)~ (C4)

Simulating dynamics Egs. (C1) and (C2) with the bias
Eq. (C4) is thus equivalent to simulating Eq. (1) with a bias
—stNw. In practice we use f = —2s/Pe so that the new bias
@ reduces to

N
K 1 ro

=1—-— diF; o - u;, C5
Pe+tNPe;/0 o ¥ )

which indeed produced faster convergence with the number of
clones used in the simulations.

To characterize the CM state, we add another modifying
force described as follows:

= Pt (1= 22 )u@ + = C6)
ri= 5 Fiex — 5o Ul S5 M
Pe Pe Pe77
6 N 9 P2+ 2 £ (C7)
i = —8IN—V —&i,
%%6," TV wpe

where g is a parameter whose value is discussed later. Sim-
ilarly, the probability of the trajectory w in this modified

I

and
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system, P4, is given by

Pe .1 2s > aPe 3 L\
Pmod(a))ocexp{—Z/dtZ[r,’—P—eF,;ex— (l—P—e>u(9,)j| —T dtz<9 +gNa€ )

T 8292
Fl ex dt N . C8
4Pe/ Z +2f0 Xi:g aeﬁ} (©8)
By taking the ratio between P(w) and Pyoq(w), we get
P p .
%ZGXP{_”NH)_F[) dt|:sN——N+—Zu,. lex+g—ng)2—gzgzeii:smz(éi—go)]}, (&)
where w is the active work introduced in the main text. By defining the modified active work wp,oq as
1 [ s 1 g 8., gaPe .
mod = — dt| 1 — — + — i Fiex +— —=0" — — 0; — , C10
Wmod t/o |: Pe+NPeXi:u ex sN sv sN 2 Xi:sm( #) (C10)

we thus get

P(w)eferw — —STN Wiod .

mod (@)e (C11)

Note that g is a free parameter here: The equality Eq. (C11)
holds irrespective of the value of g.

As discussed in Ref. [54] and in Appendix H, there is an
optimal modification to the dynamics—if this could be found,
then the cloning algorithm would have zero error and wyeqg
in Eq. (C11) would become a simple number (independent of
the trajectory), equal to —G(s)/s. However, finding the opti-
mal modification is as difficult as solving the large-deviation
problem analytically, and is out of reach for most problems,
including this one. Hence, the modifying forces used here are
not optimal in the sense of Ref. [54], but we may still choose
g so as to enfore the following equality:

(—SWmod)mod = G(S)v (C12)

where (),,q means the average in the modified dynamics
(obtained from the cloning algorithm) and G(s) is the esti-
mator of the cumulant generating function within the cloning
algorithm. We found that this is an efficient way to choose our
modifying force.

J

In Fig. 5, we compare the standard cloning algorithm [left-
hand side of Eq. (C12)] and the modified one [right-hand side
of Eq. (C12)] by plotting the active work as a function of
s. We see that for N = 16 and N = 32, both algorithm lead
to the same function w(s), but that the modified dynamics
converges much faster as the number of clones N, increases.
For N = 64, however, the standard algorithm shows a very
slow convergence, unlike our modified algorithm.

APPENDIX D: THE PARAMETERS USED
FOR POPULATION MONTE CARLO METHOD

Here we summarize the parameters used to get the results
in the main text. Convergence is obtained using the number
of clones N, = 25600. The time-step of the simulations is
dt = 0.001; cloning steps are performed each Az = 0.01. The
simulation length varies from r = 30000 to 300 000, depend-
ing on the values of N and s. We checked the convergence
with respect to the cloning parameters N,, 4, ¢, for all values
of s except for the immediate vicinity of the PSA transition
point (s > 0). Around this transition point, we observe a slight
unphysical concavity of G(s) which is a signature that perfect
convergence is out of reach of our simulations [see Fig. 7(a)].

APPENDIX E: DERIVATION OF THE POLARIZATION DYNAMICS

This appendix is devoted to the derivation of the dynamics of the stochastic polarization » defined in Eq. (6) of the main text.

It can be written as

1

V= —
We introduce a global phase ¢ such as
De? =

Using It6’s lemma, taking time derivative of Eq. (E1) gives

p=-X"T NZA Z & sin(6; —

{i.j}=

N

Z cos(6; — 0)).

{i.j}=1

(E)
N
Z (E2)
D N2 N
Z—z > cos(6; - 6). (E3)
=1 a; {i.j}=1
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where we have used 6, = +/2D,§;, and &; is a zero-mean unit-variance Gaussian white noise. The second term can be written as

2 N N

N . N
d sin(6, — 6;) N =Y cos(b — 91) sin(6; — 6;)sin(6x — 6,,)
Z 102 Z cos(0; — 0;) = — Z d@ kYl _ k.1 Z k — 01 k o
k=1 “Yk \| (i, j)=1 k=1 7k \/Z, jcos(6; — \/Z[,j cos(6; — 6;) {k,1,m)=1 Zi,j cos(6; — 6;)]
: ND ! ZN: in(6y — 6;) sin(6 — 6,,) (E4)
=—— — sin(6; — ;) sin(6; — 6,,).
5 v (VD) e — O 3
{k,l,m=1
The noise term appearing in Eq. (E3) is denoted by APPENDIX F: CGF OF THE TIME-AVERAGED
TOTAL ORIENTATION »
N
_ o ‘ In this Appendix, we consider the cumulant generating
A= Z & sin(6; — 6;). (ES) function of ¥, defined as

{i.j}=1

It is a zero-mean Gaussian white noise with correlations

N
(A()A0)) = Z (§i(1)6,(0)) sin[8;(r) — 0;(2)]
{i,).k,1}=1
x sin[6;(0) — 6,(0)]
N
=8(t) Y sin( —0;)sin(6 —6,). (E6)
{j.k,1}=1

To proceed further, we note that the sum can be simplified,
using Eq. (E2), as

N
Z sin(6 — 6;) sin(6 — 6))

(J.k,l}=1

N
= (ND)* ) sin(6; — @)’

i=1

2
= (N0)2/ sin(@ — )?y (0, 1)do, (E7)
0

where we have introduced the angular distribution ¥ (6, t) =
> . 8[0 — 6;(¢)]. We now assume that y is close to uniform,
which should hold for ¥ < 1 and large N, to obtain

N
> sin(@ — ;) sin(6 — 0)
{j.k,1}=1
N31'>2 2 N3i>2
_ f sin(@ — ¢)?do = ——.  (E8)
bKLN>L 2w Jy 2

Finally, substituting this result in Eqgs. (E4) and (E6), then
Eq. (E3) reduces to

D _pl L g +‘/D’s (E9)
dr — [ 2ND N’

which is a closed (autonomous) equation for the evolution
of D.

1 : 1 —tNgv
H(s) = Ntlggo ;10g(e ). (F1)
We work under the assumption that 7 < 1, N — oo so
that we can use the time-evolution equation for ¥ given by
Eq. (E9). We introduce the rescaled variable g = p+/N, whose
dynamics is given by

dq 1

— =D,| —— VD, &. F2
ar [2q q] + VD¢ (F2)
Note that Eq. (F2) is independent of N. We then consider the
cumulant generating function of the time-averaged value of g:

1 ‘o
fk) = lim - log(e~* /o @1a®y, (F3)
t—00 t
The CGF f(k) is the largest eigenvalue of the following
operator:
L= (L o) ]+ 2 kg e
T g1 T 2g 2 g

Since Ly is independent of N, f(k) is a well-defined smooth
function in the N — oo limit:

1 o
fk) = Nltiinoo - log (e*kfdtq(t)). (F5)

Using k = ¢c+/N, H(c) can now be expressed as

VN
H(g)=f—(§N ), (F6)
or, conversely,
k
k)=NH|—). F7
7o (m) 7

In Fig. 6, we numerically demonstrate Eq. (F7). To do so,
we compare the results obtained by applying the cloning
algorithm to the dynamics Eq. (A2) of N independent rotors,
which yields the right-hand side of Eq. (F7), with the result of
the numerical diagonalization of the operator Eq. (F4), which
yields the left-hand side of Eq. (F7). The results of the cloning
algorithm for several N clearly collapse onto a single function
f (k). Note that this overlap is satisfied not only for positive s
(where the assumption ¥ < 1 is safely satisfied) but also for
negative s close to the origin.
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FIG. 5. The estimator of the active work obtained from the
standard (std.) cloning algorithm [left-hand side of Eq. (C11)] and
modified (mod.) cloning algorithm [right-hand side of Eq. (C11)]
for N =16 (a), N =32 (b), and N = 64 (c). The modified algo-
rithm shows a much faster convergence as the number of clones is
increased. Its limiting value agrees with the standard algorithm when
the latter has converged.

APPENDIX G: FINITE-SIZE SCALING TO ESTIMATE PSA
TRANSITION POINT INN — o0

We denote by s.(N) the PSA transition point for finite
system size N. It is defined as the value of s that maximizes

Q)
0.20¢

0.15

~0.10 —0.05 =
~0.05/

-0.10"

FIG. 6. An example of f (k) obtained from numerical diagonal-
ization of the operator Eq. (F4) in blue solid line. We set D, =
1/40. We also plot N (k/~/N) obtained from the application of
the cloning algorithm to N active rotors. The data points for N =
8, 16, 32, 64 correspond to red-circle, blue-triangle green-square and
yellow cross. We can see clear overlap of the data points to a single
line, demonstrating the validity of Eq. (F7).

the second derivative of G(s) for positive s. The obstacle
to estimate s.(N) is that there are strong finite-size effects
with respect to the number of clones N, around s.(N) [that
artificially violate the convexity of G(s) as seen in Fig. 7(a)].
To overcome this difficulty, we extract s.(N) from the crossing
point of the straight lines obtained by fitting the data for
s < S¢(N) and s.(N) < s, as shown in Fig. 7(a). Due to the
convexity of G(s), the crossing point determined in this way
gives a good approximation of s.(N) [55]. We then plot s.(N)
as a function of N and extrapolate limy_, o s.(N). As seen
from Fig. 7(b), s.(N) is consistent with a convergence to zero,
with a power law: s.(N) ~ N7%.

APPENDIX H: OPTIMAL CONTROL ARGUMENT
FOR DYNAMICAL ARREST OF A MIPS CLUSTER
(PSA TRANSITION)

We consider a system that is obtained by adding additional
“control” forces to Eq. (1), leading to

¥ =B(r,0)+ uF;. + vu(®;) + ~2Dy;,
6, = BY(r,0) + V2D, £.. (HI)

The control forces B", B’ depend on the co-ordinates of all
particles. A general result in large-deviation theory (see, e.g.,
Eq. (54) of Ref. [82] as well as Ref. [81] and the discussion in
Sec. 4 of Ref. [83]) is that

I(w) = N inf ®(B', BY), (H2)

BY: (W) control =W

where & is a “cost function,” and the infimum runs over
those forces for which the steady state of Eq. (H1) has a
mean active work w. The cost function @ is the relative
entropy between two ensembles of trajectories, which are the
(unbiased) steady state of the original system, and the steady
state of the controlled system. This relative entropy is related
to the large-deviation rate function at level-2.5: in the present
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FIG. 7. (a) How to estimate s.(N) from G(s). For s slightly larger
than s., the required number of clones N. needed to observe the
convergence of the cloning algorithm rapidly increases beyond what
can be reached numerically. As a consequence, we see an artificial
violation of the concavity of G(s). To interpolate the correct shape
of G(s), and locate s.(N), we use the data where the concavity is not
violated. In both panels, dashed and dotted straight lines are obtained
by fitting the data in inactive [s > s.(N)] and active [s < s.(N)]
regions, respectively. Assuming a sharp kink [55], we obtain the
estimated value of s.(N) as the crossing point of these two lines
(indicated as the black circles for each N). (b) s.(N) estimated from
the finite-size scaling on the data up to N = 64 (for £, = 400, ¢ =
0.65) shows a power law decay with respect to N: s.(N) ~ N~ with
a positive constant a. In particular, this implies limy_, o, s.(N) = 0.

context it is simply [82, Eq. (76)]

B))’
(B, B") = <Z [—(4;)) +

(BY)"

iD, , (H3)
L control
where the average is taken in the steady state of Eq. (H1).

From Eq. (H2) one has that for any control forces B that

realise the desired active work, then I(w) < ®(B", B?). To
establish the existence of a phase transition at s =0, it is
sufficient to find (for each N) some B that realize the de-
sired active work, with limy_, .o N~'®(B", B) = 0 (that is, ®
is subextensive). In this case Zoo(w) = limy_, oo N~ T(w) <

FIG. 8. Schematic figure to show Y ;€;; =~ 0 when a particle
(indicated as gray color) is surrounded by six particles.

limy_ oo N~'®(B", B’) = 0. The rate function is nonnegative
so this is sufficient to show that Z,(w) = 0.

To illustrate how this argument works, recall the case of
kinetically constrained models. In that case the variational
principle Eq. (H2) simplifies [83], because the controlled
systems are at equilibrium and are fully characterized by their
Boltzmann distributions. One may then find B such that the
system is localized in a single state and the corresponding &
is the escape rate from that site. In KCMs there are config-
urations for which this escape rate is subextensive, leading

304050 60 70

T T

A
8192 4096

0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45

<w>mn(rnl

FIG. 9. (a) Snapshot of the original dynamics, for N = 4096
particles, leading to (w) >~ 0.25. (b) Snapshot of the dynamics with
the control torque Eq. (H4) and g = 0.22. The control torques clearly
reduce the number of particles in the gas phase, leading to a lower
active work (w) ~ 0.05. The color code corresponds to the contri-
bution of each particle to the cost function Eq. (H3), normalized
by g. The cost is clearly dominated by the subextensive contribu-
tion of the particles localized at the boundary of the main cluster.
(c) The upper bound @ of the large deviation function as a function of
(w)g = (W) conwor» NOrmalized by the number of particles. The bound
decreases as the system size increases.
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to Zoo(a) =0 for 0 < a < (a) (where a is the dynamical
activity).

In the present context, we suppose that the natural state
of the system is phase-separated (due to MIPS) and we
consider a controlled steady state that is also phase-separated.
We take B” =0, and we apply torques B’ that act on the
particles near the boundary of the dense cluster, which favor
orientations pointing toward the cluster. These torques will
help to reinforce the MIPS state, and they also act to compress
the cluster, so that its density will increase, which tends to
reduce particle motion. For any control force of this type, the
only terms which contribute in Eq. (H3) are from particles
on the cluster boundary, so the number of such terms is
subextensive. Hence @ is subextensive (assuming that the BY
are bounded). This means that Z,,(w) = 0 for any value of
the active work that can be realized by a perturbation of this
type. Our data (Fig. 1) indicate that values of w close to zero
can be achieved with a subextensive cost, just as happens
in KCMs.

Building such control forces and torques explicitly, that
would apply only to particles located at the boundary of the
cluster, is a numerical challenge. We can nevertheless test our
hypothesis by considering the following protocol

0 R
B! = 8355 Zei,j ~u;(6;) (H4)
b

(with B] = 0). Here, g > 0 is a constant parameter and ; ;
is a unit vector from the particle j to the particle i when
they interact and zero otherwise: &; j = (2% —r; j)r; ;/ri
with r; ; = r; — r;. The torques Eq. (H4) will favor head-on
collisions between interacting particles. At the boundary of
the cluster, such torques lower the tendency of particles to
rotate and leave the cluster. It will play little role in the gas
phase, where there are few collisions. For the particles inside
the dense arrested clusters, B; is also small by symmetry
(see Fig. 8). Therefore, we expect that the dynamics with the
control torque Eq. (H4) will lead to a reinforcement of MIPS
and hence a lower active work, with a cost function (B? Y2 /4D
nearly vanishing outside the boundaries of the cluster.
Simulations using the control force Eq. (H4) indeed show
reduced numbers of gas-phase particles in Figs. 9(a) and 9(b),
leading to smaller values of the active work when compared
to the original dynamics. Figure 9(c) shows that, furthermore,
as the system sizes are increased, the upper bound of the LDF
®(w) strongly decreases. These numerical results support our
theory because they illustrate how a phase-separated arrested
state can indeed be stabilised using a cost that is dominated
by boundary contributions. Note that for much larger sizes,
however, our cost function might saturate because the torque
B? does not vanish exactly in the bulk of the cluster and gas
phases. Only a protocol that would be exactly restricted to the
boundary region could be used to achieve the N — oo limit,
which is anyway far beyond what we can do numerically.
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