The statistical physics of active matter: From self-catalytic colloids to living cells
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ABSTRACT

These lecture notes are designed to provide a brief introduction into the phenomenology of active matter and to present some of the analytical tools used to rationalize the emergent behavior of active systems. Such systems are made of interacting agents able to extract energy stored in the environment to produce sustained directed motion. The local conversion of energy into mechanical work drives the system far from equilibrium, yielding new dynamics and phases. The emerging phenomena can be classified depending on the symmetry of the active particles and on the type of microscopic interactions. We focus here on steric and aligning interactions, as well as interactions driven by shape changes. The models that we present are all inspired by experimental realizations of either synthetic, biomimetic or living systems. Based on minimal ingredients, they are meant to bring a simple and synthetic understanding of the complex phenomenology of active matter.
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1. Introduction

Active matter consists of systems made of a large number of interacting constituents able to convert some source of energy stored in the environment into directed motion [1–3]. In contrast with driven systems, for which the departure from equilibrium is controlled by an external field or through boundary conditions, the breakdown of time reversal symmetry, characteristic of nonequilibrium dynamics, occurs at the level of individual components. The drive is local and sustained, being independent for each active agent. The large scale behavior emerges from collective self-organization, leading to novel phenomena such as nonequilibrium phase transitions and collective directed motion.

Examples of interacting self-propelled agents can be found at different scales. Bacteria and self-catalytic colloids are canonical examples of active particles at the micro-scale, with typical self-propulsion speed of the order of 10 μm/s [4–6]. Tracers in living cells, reflecting the intracellular activity of molecular motors and cytoskeletal filaments, also follow an active dynamics [7–10]. A living cell in itself can be regarded as an active "particle", with size of about 10 μm and speed of the order of 10 μm/h. Assembly of such cells in epithelial tissues exhibit collective migration that underlies development and organ formation [11–13]. At larger scales, groups of animals such as bird flocks, fish schools, or even a human crowd can be modeled as interacting self-propelled agents [14].

As a novel class of nonequilibrium systems, active matter has been at the center of various studies during the past decades. The modeling of active systems merges tools from statistical mechanics, soft matter and hydrodynamics. One of the main goal is to explore and classify the various emergent phases, and to understand how phase transitions are controlled by
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the microscopic interactions [2]. Identifying generic properties of such phases allows one to classify the spontaneous self-organization depending on the type of active components. As an example, the orientational order depend on the shape and symmetry of the microscopic agents: (i) ferromagnetic-like order is observed when the particles are polar, namely when they have distinct head and tail [15,16]; (ii) nematic order is reported for apolar particles with head–tail symmetry [17,18]; (iii) no orientational order appears when particles are spherical in shape, yet other surprising collective behaviors emerges due to the self-propulsion [3,19,20]. The role of the surrounding medium allows for another classification. We focus here on the case where the medium is regarded as an inert substrate only providing some passive friction, so that the momentum of the particles is not conserved.

The lecture notes are organized as follows. After a brief review of the dynamics of a passive Brownian particle in an equilibrium thermal bath, Section 2 presents generic minimal models that have emerged as paradigm for the phenomenological modeling of collections of self-propelled particles. We first describe noninteracting particles by discussing the properties of both the free motion and the density profile under confinement. Section 3 is dedicated to interacting agents. We first discuss strategies that can be employed to obtain an effective hydrodynamic theory. We present separately the treatment of steric and alignment interactions, revealing respectively the possibility of a phase separation even when interactions are purely repulsive, and the emergence of collective directed motion in ordered states. Finally, we discuss how particle models have recently been adapted to describe dense epithelial tissues by merging the Vertex Model that describes cells as irregular polygons that tile the plane with active matter ideas to develop a model of motile cells where the behavior is tuned by cellular shape. We conclude with a brief discussion and outlook.

2. A single active particle: a first insight into the phenomenology of active matter

2.1. Passive Brownian particle

In the early twentieth century, the experiment by Jean Perrin was one of the first attempts to extract quantitative information from the random trajectories of colloidal grains suspended in water [21]. Perrin noticed that the instantaneous velocity of the grains could not be quantified properly due to the discontinuities in their trajectories. This finding motivated the phenomenological description proposed by Paul Langevin [22]. He postulated that the effect of the solvent on the colloids could be separated into two contributions: a mean drag force $-\zeta \mathbf{v}$ opposed to the displacement, where $\zeta$ denotes the friction coefficient, and a random force $(2B)^{1/2} \xi$ describing the effect of collisions by solvents atoms that drive the colloid motion. Assuming that the colloid has a mass $m$ and is subject to a potential $U$, the dynamics follows from Newton’s second law,

$$m \ddot{\mathbf{v}} = -\nabla U - \zeta \mathbf{v} + (2B)^{1/2} \xi.$$  

This is the seminal Langevin equation, in its underdamped version, describing the dynamics of a passive Brownian particle (PBP). The random force is taken as a Gaussian white noise with correlations $\langle \xi_\alpha(t) \xi_\beta(0) \rangle = \delta_{\alpha\beta} \delta(t)$. The Langevin equation allows one to predict the time evolution of a number of observables. In the absence of potential, the average velocity squared is given by

$$\langle |\mathbf{v}(t)|^2 \rangle = \frac{d}{m \zeta} \left(1 - e^{-2|t|/\tau_m} \right),$$  

where we have introduced the inertial time scale $\tau_m = m/\zeta$, and $d$ denotes the spatial dimension. We have assumed that the initial velocity is zero. At large times, the equipartition theorem relates the velocity fluctuations to the solvent temperature as $\langle \mathbf{v}^2 \rangle = d(T/m)$, where we have set the Boltzmann constant to unity. The amplitude of the noise is then fixed by $B = \zeta T$. In the absence of potential, the mean-square displacement (MSD) $\langle \Delta \mathbf{r}^2(t) \rangle = \langle (\mathbf{r}(t) - \mathbf{r}(0))^2 \rangle$ can be obtained from Eq. (1) as

$$\langle \Delta \mathbf{r}^2(t) \rangle = 2d \zeta \left[|t| - \tau_m \left(1 - e^{-|t|/\tau_m} \right) \right] = \begin{cases} \frac{d}{\zeta \tau_m} T^2 & \text{for } t \ll \tau_m, \\ 2dT^2 & \text{for } t \gg \tau_m. \end{cases}$$  

The particle’s motion is ballistic at short times and diffusive at large times. The translational diffusion coefficient $D_t = \lim_{t \to \infty} \langle \Delta \mathbf{r}^2(t) \rangle / 2dt$ can be expressed in terms of the temperature and the friction coefficient via the Einstein relation: $D_t = T / \zeta$. The diffusion coefficient is also related to the velocity autocorrelation through the Green–Kubo formula,

$$D_t = \frac{1}{d} \int_0^\infty \langle \mathbf{v}(t) \cdot \mathbf{v}(0) \rangle \, dt.$$  

This can be regarded as a simplified statement of the fluctuation–dissipation theorem which connects the amplitude of fluctuations with the relaxation of the system [23]. It formally expresses the fact that the random force and the damping force originate from the same microscopic processes, namely the collision between the colloid and the surrounding solvent particles.
2.2. Self-propelled particle

To rationalize the emergent phenomena observed in experimental systems of self-propelled particles, minimal models have been proposed for the self-propulsion [3]. This is implemented by adding to the particle’s dynamics a sustained energy source that embodies the microscopic conversion of energy stored in the environment into a directed motion. The resulting propulsion force is subject to fluctuations which are generally not thermal in origin. Provided that inertial effects can be neglected, the dynamics is given by a force balance between the damping force $-\zeta \dot{r}$, the self-propulsion $u$ and forces deriving from a potential $-\nabla U$:

$$\dot{r} = u - \mu_t \nabla U + (2D_t)^{1/2} \xi,$$

where $\mu_t = \zeta^{-1}$ denotes the translational mobility. The directionality of the self-propulsion, namely the ability of the orientation to stay constant during a typical persistence time $\tau$, is captured by assuming that its correlations decay exponentially in time,

$$\langle u_\alpha(t) u_\beta(0) \rangle = \delta_{\alpha\beta} \frac{v_0^2}{\tau} e^{-|t|/\tau}.$$

Various models of self-propulsion differ by the assumptions made on the higher order cumulants of the statistics. We present below three of such models: run-and-tumble particles (RTPs), active Brownian particles (ABPs) and active Ornstein–Uhlenbeck particles (AOUPs).

The run-and-tumble motion is inspired by the dynamics of bacteria [24,25]. It alternates between an active state when the particles moves at constant speed $v_0$ in a given direction (“run”), and a passive state when the center of mass of the particle stays constant while reorienting its direction (“tumble”). In practice, the change of direction is taken as instantaneous and completely isotropic, occurring with a given rate $\nu$, so that typical trajectories are made of straight lines with random length of typical size $v_0/\nu$, as shown in Fig. 1. ABPs were introduced to mimic the dynamics of self-phoretic colloids with asymmetric chemical and/or physical properties [19,26]. The self-propulsion has a fixed norm as for RTPs, yet the angular direction is now controlled by a diffusive process. In two dimensions, the self-propulsion is written as $u = v_0 (\cos \theta, \sin \theta)$ with angular dynamics

$$\dot{\theta} = (2D_r)^{1/2} \eta,$$

where $\eta$ is a Gaussian noise with correlations $\langle \eta(t) \eta(0) \rangle = \delta(t)$, and $D_r$ denotes the rotational diffusion coefficient. Considering a self-propelled particle whose change in direction can occur due to both instantaneous reorientation and angular diffusion, the correlations of self-propulsion are given by (6) with $\tau^{-1} = \nu + (d - 1)D_r$ [27]: this is the relation between the persistence of the self-propulsion fluctuations and the self-propulsion angular relaxation for RTPs and ABPs. The full statistics is not Gaussian, with different higher order cumulants for RTPs and ABPs.

The dynamics of AOUPs was originally proposed as an approximated treatment of ABPs [28,29]. It consists in neglecting the non-Gaussian nature of the self-propulsion statistics, which amounts to allowing the amplitude of self-propulsion to fluctuate. In practice, such an approximation captures the emergent behavior of ABPs with a better accuracy in three
dimensions than two. The self-propulsion dynamics can be described as an Ornstein–Uhlenbeck process

$$\dot{\mathbf{r}} = -\mathbf{u} + (2D_{ac})^{1/2} \chi,$$

where we have introduced an active diffusion coefficient $D_{ac} = \mu_1 v_0^2 / \tau$, and $\chi$ is a Gaussian noise with correlations $\langle \chi(t) \chi(0) \rangle = \delta_{\tau \beta} \delta(t)$ completely uncorrelated with $\xi$. It follows that the self-propulsion correlations are indeed given by (6). When describing the dynamics and structure of AOUps, the translational noise can be neglected to proceed within some specific approximations,\(^1\) in which case the dynamics can be written as

$$\dot{\mathbf{r}} = -\mathbf{v} - \mu_1 (1 + \tau \mathbf{v} \cdot \nabla) \nabla U + (2D_{ac})^{1/2} \chi.$$  \(^{(9)}\)

Comparing this to the dynamics of an underdamped PBP given in Eq. (1), we see that the effect of the noise persistence amounts to introducing (i) an effective inertia controlled by the persistence time $\tau$ and (ii) a velocity-dependent mobility. Moreover, in the limit of vanishing persistence at fixed $D_{ac}$ the original dynamics given in Eq. (5) reduces to the one of an overdamped PBP at a temperature $\zeta(D_1 + D_{ac})$. Therefore, the persistence can be regarded as the only parameter monitoring the nonequilibrium properties of an AOP [30].

**Free motion: how different from a passive Brownian particle?**

To explore the properties of a self-propelled particle, let us first consider the case of an isolated particle. The MSD is identical for the three models of self-propulsion presented above, when both translation and rotational noises are considered, since it only depends on the two-point correlations of the fluctuations. It can be deduced from (5)–(6) as

$$\langle \Delta \mathbf{r}^2(t) \rangle = 2d(D_1 + D_{ac}) |t| + 2v_0 \tau^2 \left( e^{-|t|/\tau} - 1 \right) = \frac{2dD_1 |t|}{2d(D_1 + D_{ac}) |t|} \quad \text{for} \quad t \ll \tau,$$

$$\frac{2d(D_1 + D_{ac}) |t|}{2d(D_1 + D_{ac}) |t|} \quad \text{for} \quad t \gg \tau. \quad \left(10\right)$$

An intermediate ballistic regime appears for large self-propulsion amplitude $\langle \Delta \mathbf{r}^2(t) \rangle = (v_0 t)^2$, qualitatively similar to the case of an underdamped PBP in (3). The particle has a diffusion behavior at short and large times with different diffusion coefficients, as shown in Fig. 1. Therefore, the dynamics of an isolated self-propelled particle at times and distances larger than, respectively, the persistence time $\tau$ and the persistence length $v_0 \tau$ cannot be distinguished from a “hot” PBP at temperature $\zeta(D_1 + D_{ac})$.

**Profile under confinement: accumulation at the boundaries**

To go beyond the simple case of an isolated self-propelled particle, we now consider that an external confining potential is applied to the particle. The steady state is not known in general for any of the three models of self-propulsion presented above, with the notable exceptions of RTPs in one dimension and AOUps in a harmonic trap. Various approximation schemes have been proposed to capture asymptotic behaviors of the distribution. After stating the few exact results available, we discuss below some of the most successful attempts to get approximated ones.

Considering RTPs in one dimension subjected to a potential $U$, the stationary distribution reads [3]

$$p(x) = \frac{p_0}{1 - (\mu_1 \partial_x U / v_0)^2} \exp \left[ -\frac{\mu_1}{v_0^2 \tau} \int_0^x \frac{\partial_x U dy}{1 - (\mu_1 \partial_x U / v_0)^2} \right], \quad \left(11\right)$$

where $p_0$ is a normalization factor. In the case of harmonic potential of the form $U = \kappa x^2 / 2$, the particles are confined in a region $|x| < v_0 / \mu_1 \kappa$ and the distribution can be simplified as

$$p(x) = p_0 \left[ 1 - (\mu_1 \kappa x / v_0)^2 \right]^{1/2 \mu_1 \kappa \tau - 1}. \quad \left(12\right)$$

The distribution is bimodal when $2\mu_1 \kappa \tau > 1$ with accumulation of particles at a distance $v_0 / \mu_1 \kappa$ from the trap center. Such an accumulation is a generic feature of self-propelled particles for any type of confining potential. The case of AOUps in a harmonic potential has a special status for any dimension due to the mapping into an underdamped dynamics when the translational noise is neglected: the AOP dynamics (9) is similar with the PBP one (1) under the transformation $\tau / (1 + \mu_1 \kappa \tau) \rightarrow \tau_m, \kappa / (1 + \mu_1 \kappa \tau) \rightarrow \kappa$ and $D_{ac} / (1 + \mu_1 \kappa \tau)^2 \rightarrow D_1$. It follows that the steady state is given by a Boltzmann-like distribution as $p(\mathbf{r}) = p_0 \exp \left[ -\left(1 + \mu_1 \kappa \tau\right) \kappa \mathbf{r}^2 / 2 \zeta D_{ac} \right]$. For RTPs and ABPs, a Boltzmann-like factor of the form $p(\mathbf{r}) = p_0 \exp \left[ -\kappa \mathbf{r}^2 / 2 \zeta (D_1 + D_{ac}) \right]$ is also recovered for any dimension in the regime where the persistence length $v_0 \tau$ is smaller than the typical trap radius $v_0 / \mu_1 \kappa$, namely when $\mu_1 \kappa \tau < 1$. Otherwise, accumulation is observed at the boundaries of the potential [32], as reported in Fig. 2.

Considering AOUps in a generic potential when neglecting translational noise, two main approximation schemes have been proposed to obtain the stationary distribution. One relies on an approximated equivalent dynamics referred to as the Unified Colored-Noise Approximation (UCNA), the other is a systematic perturbation of the steady state. The UCNA amounts

\(^1\) For a micron-size colloid suspended in water at ambient temperature, the translational diffusion coefficient is of the order of $D_1 \simeq 0.1 \mu \text{m}^2 \cdot \text{s}^{-1}$, whereas the active diffusion coefficient of self-phoretic colloids is of the order of $D_{ac} \simeq 10^2 \mu \text{m}^2 \cdot \text{s}^{-1}$. 
Fig. 2. Stationary distribution of non-interacting self-propelled particles. Profile under confinement by a harmonic trap in two dimensions as a function of the distance to the trap center, obtained from numerical simulations of (Top left) RTPs and (Bottom left) ABPs. (Right) Profile of non-interacting APBs close to an external wall of the form $U(x) = x^{-12}$ in one dimension, with $D_t = 0$. Higher peak: $D_\text{ac} = 100 \, \mu \text{m}^2/\text{s}$, $\tau = 1 \, \text{s}$. Lower peak: $D_\text{ac} = 4 \, \mu \text{m}^2/\text{s}$, $\tau = 0.4 \, \text{s}$, zoom in the inset. The dashed line corresponds to the prediction of UCNA.

Source: (Top left) and (Bottom left) Taken from [100]; (Right) Taken from [28].

to neglecting the inertial-like effects on the dynamics (9). It reduces the dynamics into an overdamped equilibrium one for which the steady state can be determined exactly [28,33]:

$$p(\mathbf{r}) = p_0 \left| \det \mathbb{M} \right| \exp \left[ -\frac{\mu_t U}{D_\text{ac}} - \frac{\tau (\mu_t \nabla U)^2}{2D_\text{ac}} \right],$$

(13)

where we have introduced the matrix $\mathbb{M}$ with components $\mathbb{M}_{\alpha\beta} = \delta_{\alpha\beta} + \mu_t \tau \partial^2_{\alpha\beta} U$. Such a distribution has been shown to reproduce the profile of ABPs close to a wall for small values of the persistence [28], as shown in Fig. 2. Yet, provided that UCNA relies on an equilibrium mapping of the dynamics, it fails to capture the dynamical properties which are inherently out-of-equilibrium, such as the existence of a particle current in a ratchet. To describe properly nonequilibrium signatures of the dynamics, a recent work has proposed a systematic perturbation scheme in terms of the persistence [30]. Introducing the scaled velocity as $\mathbf{\bar{v}} = \tau^{1/2} \mathbf{v}$, the distribution in the phase space position–velocity can be determined as a functional of the potential up to second order in the perturbation:

$$P(\mathbf{r}, \mathbf{\bar{v}}) = P_0 e^{-\mu_t U + \mathbf{\bar{v}} \cdot \nabla U / 2}/D_\text{ac} \left\{ 1 - \frac{\tau \mu_t U}{2D_\text{ac}} \left[ \mu_t (\nabla U)^2 + (\mathbf{\bar{v}} \cdot \nabla)^2 U - 3D_\text{ac} \nabla^2 U \right] ight. \\
+ \left. \tau^{3/2} \mu_t \frac{1}{6D_\text{ac}} \left[ (\mathbf{\bar{v}} \cdot \nabla)^3 U - 3D_\text{ac} (\mathbf{\bar{v}} \cdot \nabla)^2 U \right] + \mathcal{O}(\tau^2) \right\}.$$  

(14)

Integrating over the velocities yields the position density profile of the form $p(\mathbf{r}) = p_0 e^{-\mu_t U/D_\text{ac}}$, where we have introduced an effective potential by analogy with the Boltzmann distribution as $\tilde{U} = U - \tau \left[ \mu_t (\nabla U)^2 / 2 - D_\text{ac} \nabla^2 U \right] + \mathcal{O}(\tau^2)$. Such a solution coincides with the UCNA distribution (13) at first order, showing that UCNA is exact at this order. Based on the full distribution (14), it has been shown that there exists a regime of small persistence where nonequilibrium signatures, such as the breakdown of time reversal invariance of the correlations, are hidden, and yet the steady-state statistics is non-Boltzmann, but rather given by the effective potential $\tilde{U}$ [30].

3. Structure and dynamics of interacting agents

In this section, we discuss how the nonequilibrium nature of the self-propulsion modifies the collective effects for interacting particles, yielding a rich and novel phenomenology with respect to passive particles. The complexity of the dynamics, inherent to the large number of degrees of freedom, can be reduced by using a hydrodynamic approach. It consists in a continuum description of the system at large scales in terms of a small number of coarse-grained fields. As
a first step, one needs to identify the fields associated with some spontaneous broken symmetries and conservation laws. The corresponding effective theory can then be constructed from three different routes: (i) based on phenomenological arguments, such as the symmetries of the system [16,34]; (ii) by introducing constitutive equations between the fluxes and the forces identified from the entropy production rate close to equilibrium [35,36]; (iii) via explicit coarse-graining of the microscopic dynamics [37,38]. The latter provides explicit expressions for the kinetic coefficients appearing in the theory, whereas such coefficients are unknown a priori from the two other methods. Yet, the coarse-graining procedures generally need to be combined with some approximations to arrive at some closed forms for the dynamical equations.

We consider a set of $N$ ABPs in two dimensions able to interact both via steric repulsion and alignment:

$$\dot{r}_i = v_0 \hat{e}(\theta_i) - \mu_i \nabla \sum_{j=1}^{N} V(r_j - r_i) + (2D_i)^{1/2} \xi_i, \quad \dot{\theta}_i = \mu_i \sum_{j=1}^{N} \mathcal{T}(\theta_j - \theta_i, r_j - r_i) + (2D_i)^{1/2} \eta_i,$$

where $\xi$ and $\eta$ are uncorrelated Gaussian noises with respective correlations

$$\langle \xi_i(t) \xi_j(0) \rangle = \delta_{ij} \delta(t), \quad \langle \eta_i(t) \eta_j(0) \rangle = \delta_{ij} \delta(t).$$

In practice, the repulsion and the alignment are taken as short range interactions, such as the pair-wise potential $V$ and torque $\mathcal{T}$ vanish when the distance between two particles exceeds a given radius. Introducing the microscopic density of position and orientation as

$$\psi(r, \theta, t) = \sum_{i=1}^{N} \delta[|r - r_i(t)|] \delta[\theta - \theta_i(t)],$$

the dynamics of $\psi$ follows from (15) by using standard coarse-graining procedures à la Dean without relying on any approximation [39]:

$$\partial_t \psi = \nabla \cdot \left[ \mu \psi(r, \theta) \int \psi(x, \theta) \nabla V(r - x) dx - v_0 \hat{e}(\theta) \psi + D_t \psi + (2D_t)^{1/2} \Lambda \right]$$

$$+ \partial_\theta \left[ -\mu \psi(r, \theta) \int \psi(x, \phi) \mathcal{T}(\theta - \phi, r - x) d\phi dx + D_\theta \partial_\theta \psi + (2D_\theta)^{1/2} \Gamma \right],$$

where $\Lambda$ and $\Gamma$ are uncorrelated Gaussian noises with respective correlations

$$\langle \Lambda_i(r,t) \Lambda_j(r,s) \rangle = \delta_{ij} \delta(r - x) \delta(t - s), \quad \langle \Gamma_i(r,t) \Gamma_j(x,s) \rangle = \delta(r - x) \delta(t - s).$$

We stress that, while Eq. (18) for the microscopic density field $\psi$ is exact in the sense that it contains the same amount of information as the microscopic one in (15), the equation for the average density $\langle \psi \rangle$ discussed below couples the one-particle density to the two-particle one through interactions. In the following we use the simplest approximation and factorize the two-particle density as the product of two one-particle ones. This corresponds to neglecting correlations, whose dynamics is ruled by a hierarchy of equations in a non-closed form. The treatment of such correlations is a hard task in general and remains an open challenge for active systems.

3.1. Steric interactions: motility-induced phase separation and glassy dynamics

First, we consider the case where particles interact only through steric repulsion without any alignment. For passive Brownian particle, such interactions leads to a homogeneous steady state whose structure is controlled by the density of particles. In contrast, the formation of clusters is observed when considering self-propelled particles, which can lead to a complete phase separation even though interactions are purely repulsive. This is the Motility-Induced Phase Separation (MIPS) [19,20,25]. The formation of clusters has been reported for different experimental realizations of self-phoretic colloids and swarms of bacteria [6,40], as shown in Fig. 3. The stability of distinct clusters, as opposed to complete phase separation, is often associated with the existence of long-range attractions, stemming for instance from chemotactic or hydrodynamic effects [41,42]. Moreover, arrested phase separation has been reported when the density is no longer conserved [43,44].

A microscopic phenomenological picture has emerged to describe MIPS. It is based on the collisional slowing-down of the dynamics. Considering two particles colliding with opposite orientations, they will keep facing each other during a transient time associated with the persistence of self-propulsion. This results in an effective attraction that is at the basis of the formation of metastable clusters. Attractive effects are enhanced when the typical time between two successive collisions reduces, as controlled by self-propulsion speed and particle density. Such a picture has been rationalized through a mean-field theory at the hydrodynamic level that we present below.

The average density of particles is the hydrodynamic variable which controls the properties of the system at large scale. It is defined from the density of position and orientation (17) by integrating over the angle and averaging $\langle \cdot \rangle$ over the noise realizations:

$$\rho(r, t) = \int \langle \psi(\theta, t) \rangle d\theta.$$
The dynamics of particle density can be obtained from the full dynamics (18). Integrating over the orientation yields the conservation of particle density, which can be written in the absence of interactions and translational diffusion as
\[ \partial_t \rho = -v_0 \nabla \cdot \mathbf{p}, \]  
where we have introduced the polarization density as
\[ \mathbf{p}(\mathbf{r}, t) = \int \mathbf{e}(\theta) \langle \psi(\mathbf{r}, \theta, t) \rangle \, d\theta. \]  
A hierarchy of equations for the higher-order angular moments can be deduced from (18). To close this hierarchy, we neglect all the moments beyond the polarization density. In the absence of interactions and translational diffusion, the polarization dynamics follows as
\[ \partial_t \mathbf{p} = -D_r \mathbf{p} - \frac{v_0}{2} \nabla \rho. \]  
At times larger than the relaxation time scale \( D_r^{-1} \), the polarization density can be eliminated to yield the following diffusion equation
\[ \partial_t \rho = D_{ac} \nabla^2 \rho. \]  
The dynamics is similar to the one of PBP\(^s\) with diffusion coefficient \( D_{ac} \) in the absence of interactions and translational diffusion, as already observed from the free motion of self-propelled particles in such a case.

To account for the interactions, a Virial expansion valid at low density can be used. In such a limit, the effect of the interactions is to renormalize the self-propulsion speed as \( v_0 \to v(\rho) = v_0(1 - \lambda \rho) \), where \( \lambda \) can be expressed in terms of the pair correlation function \([45,46]\). The coupled dynamics of particle and polarization densities follows as
\[ \partial_t \rho = -\nabla \cdot [v(\rho) \mathbf{p}], \quad \partial_t \mathbf{p} = -D_r \mathbf{p} - \frac{1}{2} \nabla [v(\rho)\rho]. \]  
Eliminating the polarization in the adiabatic limit yields
\[ \partial_t \rho = \nabla \cdot [D(\rho) \nabla \rho], \quad D(\rho) = \frac{[v(\rho)]^2 + \rho v(\rho) v'(\rho)}{2D_r}, \]  
where \( v'(\rho) = dv/d\rho < 0 \). This effective mean-field dynamics predicts that spinodal decomposition occurs when the diffusivity \( D \) changes sign at high density. This supports the phenomenological picture that density homogeneities can build up from an effective reduction of the self-propulsion speed controlled by some crowding effects. A recent work has shown that, based on some explicit coarse-graining beyond mean-field, it is possible to reproduce quantitatively the phase diagram from a generalized Maxwell construction \([47]\). For RTP\(^s\), the steady state density is directly related to the effective self-propulsion speed as \( \rho_s \sim 1/v(\rho_s) \). It follows that particles accumulate when they slow down. Such a self-trapping is enhanced by some feedback effect, yielding a spinodal decomposition similar to the one of AB\(^{+}\) \([20,25]\). Considering AOUP\(^s\), the spinodal lines can be predicted from liquid state theory on the basis of the equilibrium mapping provided by UCNA \([29]\). To describe nonequilibrium phase separation, alternative minimal models have also been proposed by postulating dynamical equations directly at the hydrodynamic level based on symmetry arguments \([48–50]\).
At even higher packing fraction, ABPs can form solid states, which exhibit crystalline order when the particles are monodispersed \([6,51–53]\), but are glassy in polydispersed systems \([46,54]\). Active glasses form when the suppression of motility due to particle crowding is large enough to yield caged particles with effectively zero diffusivity. This density-driven glass transition has been quantified in simulations by examining the particles’ mean square displacement that becomes bounded over the simulation time, indicating an arrested state. It shares qualitative similarities with the glass transition observed at finite temperature in attractive colloids, where a glassy state is obtained by tuning the packing fraction above a critical value and by decreasing the temperature below a value where attractive forces overcome thermal fluctuations \([55]\).

The onset of structural arrest in ABPs is controlled by (i) the packing fraction, (ii) the strength of self-propulsion \(v_0\), and (iii) the persistence \(\tau\) of the single-particle dynamics. The self-propulsion speed plays a role naively similar to that of temperature, in the sense that the glass only occurs below a critical value of \(v_0\). In general, however, the notion of effective temperature fails to describe the rich behavior of ABPs other than in very dilute or very dense limits \([56]\). The dependence of the transition on the persistence of the single-particle dynamics is unique to active systems and is subtle in the limit of low \(v_0\), where increasing the persistence time as the glass transition is approached from the liquid side promotes large scale collective structural rearrangements that tend to fluidify the system, pushing the transition line to higher density than in thermal colloids \([46,54]\). This can be understood by examining the low frequency or “soft” excitations of the jammed solid that are enhanced and become more collective in the limit \(D_t \rightarrow 0\). Although the properties of the active glass resemble those of thermal colloidal glasses, the persistence of the dynamics provides a new knob that can be tuned to push the structural arrest into previously unexplored high density regions \([57,58]\). To understand and predict the emergent behavior of active glasses, recent works have attempted to extend mode coupling theories, which have been used extensively to rationalize glassy dynamics in thermal systems, when self-propulsion comes at play \([59–61]\).

3.2. Alignment interactions: transition to collective directed motion

Self-propelled entities interact through alignment, in addition to their short-range repulsion. As an example, the steric hindrance between rod-like particles leads to an effective alignment \([62]\). The collective motion observed in groups of animals, such as fish school or bird flocks for which no leader can be identified as shown in Fig. 4, is also often controlled by alignment interactions \([14,63]\). A generic feature of self-propelled aligning particles is their ability to spontaneously form an ordered state, i.e. a flock. A large number of studies were dedicated to understand the nature of the flocking transition and how it is controlled by the density and noise in such systems \([1,2]\).

One of the first minimal models of flocking was proposed by analogy with ferromagnetism in two dimensions. The Vicsek model consists in describing the overdamped dynamics of \(N\) point-like particles with fixed speed, whose alignment with their neighbors is set by some noisy rules in discrete time \([15]\). The order parameter of the system, defined as the mean velocity, quantifies the emergence of flocking at low noise and high density. It can be described as a first order transition akin to an equilibrium liquid–gas phase transition \([64,65]\), as illustrated in Fig. 5. The transition becomes continuous when alignment occurs through topological interactions, as reported in bird flocks \([66–68]\), or when adding birth and death reactions \([69]\).

The microscopic dynamics \((15)\) in the absence of steric repulsion and translational noise can be regarded as a continuous time formulation of the Vicsek model. To describe the properties of the system at large scale, the relevant hydrodynamics fields are the conserved particle density and the density of polarization. The polarization plays the dual role of mean velocity and order parameter of the system. Systematic perturbation methods have been employed to obtain some closed hydrodynamic equations \([37,38,70]\). Alternatively, continuum equations have been proposed from symmetry arguments. In their simplified form, the Toner–Tu equations can be written as \([16,71]\)

\[
\begin{align*}
\partial_t \rho &= -v_0 \nabla \cdot \mathbf{p}, \\
\partial_t \mathbf{p} + v_0 (\mathbf{p} \cdot \nabla) \mathbf{p} &= -\left[ a + b |\mathbf{p}|^2 \right] \mathbf{p} + \nabla \rho - \frac{v_0}{2} \nabla \rho.
\end{align*}
\]
The kinetic parameters can be expressed in terms of the microscopic ones. Considering a specific form of the interactions as $T(\theta, r) = \sin \theta / \pi R^2$ when $|r| < R$, one gets $a = D_i - \rho \mu \mu / 2$ [72]. The self-advection parameter $v$ being different from $v_0 / \rho$, the hydrodynamic equations break the Galilean invariance in contrast to the Navier–Stokes equation. The terms $K \nabla^2 \mathbf{p}$ and $-v_0 \nabla \rho / 2$ are respectively analog to a viscous damping and a pressure gradient, and $-[a + b |\mathbf{p}|^2] \mathbf{p}$ can be interpreted as a non-linear friction term. Alternatively, the left-hand side of (27) can be associated with the free-energy of a ferroelectric liquid crystal:

$$F = \int \left[ \frac{a}{2} \mathbf{p}^2 + \frac{b}{4} \mathbf{p}^4 + \frac{K}{2} (\partial_\theta \rho)^2 - \frac{v_0 \rho}{2} \nabla \cdot \mathbf{p} \right] d\mathbf{r}. \quad (28)$$

By construction, the Toner–Tu equations yield a continuous transition between a disordered state $|\mathbf{p}| = 0$ for high noise and low density, and an ordered stated $|\mathbf{p}| = (a/b)^{1/2}$ moving at constant velocity $v_0 |\mathbf{p}|$ for low noise and high density. The transition line in the parameter space density–noise amplitude is set by the condition $a = 0$. The linear analysis reveals the existence of a banding instability along the direction of spontaneously broken-symmetry [70,73,74], as reported in Fig. 5. An exact solutions can be found for the propagating profile in the traveling frame depending on the initial condition [75]. The breakdown of orientational symmetry leads to long-range interactions, in contrast with equilibrium, associated with some giant fluctuations of the number of particles in the ordered phase [76]. These fluctuations are quantified in numerical simulations from the structure factor at small wavenumber, and they have also been reported in experimental realizations of active ordered state [62,77]. To mimic the aligning interactions present in biological systems, systems of vibrated asymmetric particles have been designed as minimal experiments where the properties of the emerging order, either polar or nematic, can be quantified in great details [78–80].

### 3.3. Shape-driven interactions: density-independent rigidity and flocking transitions

The study of active jamming and active glasses formed by dense collections of ABPs was largely stimulated by the experimental observation of glassy dynamics in monolayer of epithelial cells [81–84]. On the other hand, in many developmental processes, such as embryogenesis, or in wound healing assays, epithelia are confluent, i.e. they are densely packed sheets of cells that cover the plane, with no gaps between cells, and remain confluent while changing from liquid-like to solid-like behavior [84]. In other words, the packing fraction is always equal to unity, suggesting that, unlike in particulate systems, density may not be a relevant parameter to tune the onset of rigidity in epithelia. Recent work [85,86] has instead examined the materials properties of tissues by using active versions of a well established model known as the Vertex Model (VM) that captures the interplay of cortical tension and cell–cell adhesion in controlling cellular arrangements in dense tissues [87–90]. The VM describes a confluent epithelium as an array of densely packed columnar cells and has been used successfully to reproduce experimental data in the Drosophila embryo [91]. Neglecting cell height fluctuations, the VM describes a tissue as a two-dimensional collection of irregular polygons representing the cell cross sections that tile the plane. Each cell is characterized by its area $A_i$ and perimeter $P_i$ and the tissue energy takes the form

$$E_{\text{tissue}} = \sum_{i=1}^{N} \left[ \kappa_A (A_i - A_0)^2 + \kappa_P (P_i - P_0)^2 \right]. \quad (29)$$

The first term in Eq. (29) comes from bulk elasticity of the monolayer and its incompressibility in 3D, with $A_0$ a cell target area. The second term describes the interplay between contractility in the actomyosin cortex and cell–cell adhesion, resulting in an effective boundary tension proportional to the target perimeter $P_0$. For $N$ cells in a square box of area $L^2$ with periodic boundary conditions, the average cell area $\bar{A} = L^2 / N$ generally differs from $A_0$ and should be treated as an independent parameter. Since it does not affect the dynamics, here we choose $A_0 = \bar{A}$ and measure lengths in units of $A_0^{1/2}$ and energies in...
units of $\kappa_{r}\tilde{A}_{0}^{2}$. The tissue energy is then controlled by two dimensionless parameters: the ratio $r = \kappa_{r}\tilde{A}_{0}/\kappa_{p}$ of the area and perimeter stiffnesses and a target shape index $s_{0} = \tilde{p}_{0}/\tilde{A}_{0}^{1/2}$ that describes cellular shape. The target shape index quantifies the anisotropy of polygonal shapes, with $s_{0} = 2\pi^{1/2} \approx 3.544$ for a disk and $s_{0} = 8^{1/2}3^{1/4} \approx 3.722$ for a regular hexagon. By examining the disordered ground states of this energy, it was recently shown that this model exhibits a rigidity transition as a function of the shape parameter $s_{0}$ [85,86]. The transition occurs at $s_{0} = 81$, a value very close, but not equal, to that of a regular pentagon. For $s_{0} < s_{0}^{*}$, the system is rigid with glassy dynamics as there are large energy barriers for cellular rearrangements in the form of so-called $T_{1}$ transition shown in Fig. 6. For $s_{0} > s_{0}^{*}$ such energy barriers vanish and cells can freely rearrange, resulting in a liquid-like state. This work additionally identified the mean cellular shape $q = \langle P_{i}/\tilde{A}_{i}^{1/2} \rangle$ as an order parameter for the transition, where $\langle \cdot \rangle$ denotes an average over all cells. It is important to stress the distinction between the control parameter $s_{0}$, which describes single-cell properties and tunes the rigidity transition, and the observable $q(s_{0})$, which measures the mean cellular shape in a given sample. The behavior of the mean cell shape $q$ as a function of the tuning parameter $s_{0}$ is analogous to that of magnetization as a function of decreasing temperature in a magnet: in the glassy solid $q(s_{0}) = 81$ for $s_{0} < s_{0}^{*}$, while in the liquid it grows linearly with $s_{0}$. Hence, $q(s_{0})$ can be regarded as an order parameter for the transition. This prediction has found experimental support in experiments on human bronchial epithelial cells [92]. On the other hand, cells are generally motile and out of equilibrium, pointing to the inadequacy of a description based on energy minimization. This observation motivated the formulation of a model of confluent epithelia that incorporates cell motility by describing cells as self-propelled entities with the persistent dynamics of ABPs and interactions controlled by the tissue energy of the VM [13]. Each cell is characterized by its position vector $\mathbf{r}_{i}$ and cell shape defined by the Voronoi tessellation of all cell positions (see Fig. 6). It is additionally endowed with motility described as a constant self-propulsion speed $v_{0}$ directed along the direction of cell polarization $\hat{e}_{i} = (\cos \theta_{i}, \sin \theta_{i})$, which as in ABPs is in turn randomized by rotational noise. The dynamics is controlled by overdamped Langevin equations,

$$\mathbf{\dot{r}}_{i} = -\mu_{i} \nabla\phi_{\text{tissue}} + v_{0} \hat{e}_{i}, \quad \hat{\theta}_{i} = (2D_{e})^{1/2} \hat{\eta}_{i},$$

with $\eta_{i}(t)$ a white noise with unit variance as given in Eq. (16). We stress that, unlike in the particle systems considered earlier, the cell–cell interaction forces determined by the tissue energy extend to second nearest neighbors. This model, dubbed Self-Propelled Voronoi model (SPV), has been studied numerically and shown to exhibit a liquid–solid transition tuned by cell shape $s_{0}$, cell motility $v_{0}$ and the persistence $\tau = 1/D_{e}$ of single-cell dynamics [13]. The phase diagram in the ($s_{0}, v_{0}$) plane is shown in Fig. 7(a) and a rendering of the three-dimensional phase diagram is depicted in Fig. 7(c).

As in ABPs, the transition to the structurally arrested state was quantified by evaluating the cells’ mean-square displacement and identified with the vanishing of the effective diffusivity defined as $D_{\text{eff}} = \lim_{t \to \infty} \langle \Delta \mathbf{r}_{i}^{2}(t) \rangle / 4t$ (in practice the glass was defined as a system with $D_{\text{eff}} \leq 10^{-3}$). Remarkably, the same transition line is also obtained by evaluating the structural order parameter $q$ and setting $q = 81$. The identification of a glass transition in terms of both dynamical and structural order parameters is quite rare in glassy physics. This prediction can be verified experimentally by combining particle image velocimetry with cell shape data obtained from cell segmentation. Like in ABPs, increasing the persistence of single-cell dynamics promotes collective structural rearrangements that fluidify the tissue. The original work suggested that, in contrast to ABPs, where increasing persistence pushes the zero motility jamming transition to larger values of the packing fraction, in the SPV jamming at $v_{0} = 0$ may actually occur always at $s_{0} = 3.81$ for all values of $D_{e}$. It has now become apparent that earlier simulations may not have considered sufficiently low values of $v_{0}$ to reliably infer the $v_{0} \to 0$ behavior. In fact, very recent work has indicated that, in contrast to the VM where the degrees of freedom are the vertices of the polygons, the highly constrained SPV that has a much smaller number of degrees of freedom corresponding the cell positions may remain solid for all values of $s_{0}$ at $v_{0} = 0$ [93]. Cells in dense tissue often coordinate their direction of migration by aligning their local polarization [94]. This is evident for instance in wound healing assays where cells march coherently to fill empty space [95]. Drawing again inspiration from active matter models of flocking, collective migration and large-scale cell streaming can be described by augmenting the SPV model to incorporate mechanical and biochemical stimuli from neighboring cells through an effective feedback mechanism at the single cell level that tends to align the polarization of each cell with the cell’s own velocity, which is in turn controlled by interactions with other cells [96,97]. This amount to replacing the equation governing the angular dynamics by

$$\dot{\theta}_{i} = J \sin(\phi_{i} - \theta_{i}) + (2D_{e})^{1/2} \hat{\eta}_{i},$$

Fig. 6. (Left) A sketch of the SPV model, showing the direction of instantaneous polarization $\hat{e}_{i}$ of one cell. (Right) Cells exchange neighbors via a $T_{1}$ transition.
Fig. 7. (A) The phase diagram of the SPV model in the $(s_0, v_0)$ plane for fixed $D_r = 1$ showing solid (blue squares) states where $D_{eff}$ vanishes and liquid (orange circles) states where $D_{eff}$ is finite. The blue dashed line is obtained by evaluating the mean cell shape $q$ and setting $q = 3.81$, showing that dynamical and structural transitions coincide. (B) Instantaneous tissue snapshots and cell tracks highlighting the different structure and dynamics in the two phases. (C) The behavior of the tissue can be organize din a three-dimensional phase diagram as a function of motility $v_0$, persistence $1/D_r$ and target cell shape $s_0$. Source: Taken from [13].

where $\phi_i$ denotes the instantaneous direction of the cell velocity, $\mathbf{v}_i = |\mathbf{v}_i| (\cos \phi_i, \sin \phi_i)$. Note that this can also be interpreted as an interaction that aligns the cell polarization with the force exerted on the cell by the remainder of the tissue. This aligning interaction has been used before in particulate models [98,99]. This simple modification allows for the formation of flocking states, corresponding to situations where the cells on average moving coherently in a direction selected spontaneously by the system. The transition can be quantified through a flocking order parameter, $\bar{\phi} = N^{-1}([\sum \mathbf{v}_i / |\mathbf{v}_i|])$. At low alignment rate one obtains stationary jammed and liquid states ($\bar{\phi} = 0$). As $J$ increases, one finds both a flocking solid ($D_{eff} = 0$ and $\bar{\phi} \neq 0$) and a flocking liquid ($D_{eff} \neq 0$ and $\bar{\phi} \neq 0$), as shown in Fig. 8.

Alignment occurs provided the rate $J$ at which cells can coordinate their polarization exceeds the rate of structural rearrangements. In the solid where cells are caged and the only dynamics comes from orientational fluctuations, flocking occurs as soon as $J$ exceeds $D_r$. Alignment additionally promotes solidification as evident from the slope of the line separating the flocking solid from the flocking liquid. This can be understood because alignment suppresses fluctuations transverse to the direction of mean motion, making it harder for cell to overcome the energy barriers for structural rearrangements associated with $T_1$ transitions. In the liquid, there is a region of parameters where the finite caging time exceeds the time for polarization alignment, resulting in a flocking liquid state. The flocking liquid is anisotropic, as revealed by the morphology of the dynamical heterogeneities observed in the system as the solid is approached from the liquid side. In the flocking state, these collective rearrangements resemble large scale collective streaming.

Numerics strongly indicate that the flocking transition in the SPV model is continuous with critical scaling, as found in Vicsek models with topological interactions [14,66] and in contrast to particle models with metric interactions where the transition has been established to be first order [64]. Since in the SPV cells by definition always interact with their topological neighbors (albeit not just with the nearest neighbors), this suggest that the nature of the flocking transition may be intimately related to the topological versus metric nature of the interactions.
4. Conclusions and outlook

We have presented a brief review of the rich behavior of collections of active particles that generate their own energy and spontaneously organize in a variety of nonequilibrium states. The key property that distinguishes these systems from more familiar nonequilibrium systems is that active particles break time reversal symmetry (TRS) at the microscale, providing new, unexplored challenges to the statistical mechanics. The effects of the breaking of TRS, or, equivalently, the lack of detailed balance, become manifest in the presence of interparticle couplings or when active particles interact with walls or move in spatially or temporally inhomogeneous environments. We have focused here on the effect of interactions and highlighted a few key properties. Steric repulsions alone can suppress motility at high density resulting in condensed states even in the absence of any attractive interactions. Torques that tend to align the direction of motion of active agents yield transitions to flocking states where all agents move coherently in the absence of a leader and in the presence of noise. Interactions driven by shape changes that embody the interplay of cell contractility and cell–cell adhesion in dense tissues can tune density-independent transitions between liquid and arrested or solid-like states, that can either be stationary on average or exhibit mean flocking motion.

Our understanding of the behavior of active systems has proceeded at a very rapid pace in recent years. There remain, however, many challenges that may be grouped in three headings.

The first challenge is for theorists who are faced with formulating the statistical mechanics of systems that break TRS at the level of the microdynamics. Recent work has shown that in active systems even the definition of state functions like temperature and pressure fails. A pressure equation of state has been constructed for ABPs [100], but it has also been shown that this is a special case and that in more general active systems where particles can exchange torques with each other or with the walls (because of their shape anisotropy or of explicit alignment interactions) the pressure depends on the properties of the wall [101]. This failure of arguably one of the most familiar and basic notions of statistical physics highlights the need for new approaches for perhaps identifying effective state functions that incorporate the effect of the environment while remaining useful measures of the properties of the system. Work currently underway is attempting to develop a nonequilibrium thermodynamic of active systems and identify quantitative measures of their nonequilibrium nature [30,50,102–104]. Also, still quite unexplored is the response of active system to additional external perturbations. Importantly, this theoretical work will need experimental validation, which is becoming available thanks to the development of ingenious man-made realization of active systems where controlled experiments are possible [3,105].

Secondly, we are presented with the challenge of harnessing active dynamics for the assembly of new materials with specific capabilities and functions. In mixture of active and passive particles, active agents can speed up the assembly of passive components by facilitating the overcomance of energy barriers [57,106]. Bacteria can transfer work to passive elements driving the motion of mechanical components such as microgears [107,108]. Spatially and temporally inhomogeneous structures can be designed to control active dynamics and generate spontaneous flows and circulations [109,110]. But the application of these advances to the development of new materials requires the formulation of a systematic theoretical framework to quantify the design principles for active assembly—something that is currently still lacking.

Finally, an important open question is whether ideas from active matter can have a true impact in biology. Active models, at both the continuum and mesoscopic levels, can describe the transmission of mechanical forces that drives collective cell migration and tissue expansion in wound motility assays [94,111]. The recently developed models of rigidity transition in tissue seem to provide a promising framework for organizing biological data into phase diagrams where various mechanical and biochemical signals are described via a few effective parameters that characterize individual cellular properties, such as cell shape and motility [13]. While this is encouraging, much more work remains to be done to provide a quantitative test to the theory.
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